
DOCUMENT RESUME

ED 360 949 IR 016 177

AUTHOR Maurer, Hermann, Ed.
TITLE Educational Multimedia and Hypermedia Annual, 1993.

Proceedings of ED-MEDIA 93--World Conference on
Educational Media and Hypermedia (Orlando, Florida,
June 23-26, 1993).

INSTITUTION Association for the Advancement of Computing in
Education, Charlottesville, VA.

REPORT NO ISBN-1-880094-06-1
PUB DATE Jun 93
NOTE 673p.
AVAILABLE FROM Association for the Advancement of Computing in

Education, P.O. Box 2966, Charlottesville, VA 22902
($45).

PUB TYPE Collected Works Conference Proceedings (021)

EDRS PRICE MF04/PC27 Plus Postage.
DESCRIPTORS *Distance Education; *Educational Media; Educational

Technology; Elementary Secondary Education; Foreign
Countries; Futures (of Society); Higher Education;
*Hypermedia; *Multimedia Instruction;
*Telecommunications

ABSTRACT
This collection presents papers pertaining to the

wide area of educational multimedia aad hypermedia. The ED-MEDIA
conference series aims at using new technology for purposes beyond
"infotainment" and "edutainment" co improve education for all. The
volume is a guide to what is happening in educational multimedia and
hypermedia right now and what is to happen in the future.
Developments in elementary and secondary education, higher education,
and distance education are reviewed. These proceedings contain 75
full papers, reports of 4 panel discussions, 19 short papers, and
reports of 32 demonstrations and posters. (SLD)

***********************************************************************

Reproductions supplied by EDRS are the best that can be made
from the original document.

***********************************************************************



Itt

0
CD

U 8 DEPARTMENT OF EDUCATION

O
Office ol Educational Research and Improvement

EDUCATIONAL RESOURCES INFORMATION

L1J
CENTER (ERIC)

rl This document has been reproduced as
received from the Person or organization
originating it

0 Minor cnanoes have been made to improve
reproduction Quality

Points ot view or opinions stated in this docu
ment do not necessarily represent official
OER. ,...sition or policy

"PERMISSION TO REPRODUCE THIS
MATERIAL HAS BEEN GRANTED BY

G.H. Marks

N
TO THE EDUCATIONAL RESOURCES
INFORMATION CENTER (ERIC)"

t R'ST COPY AVAILABLE



Educational ulti edia and
er e ia nnua , 1993

edited by Hermann Maurer

Proceedings of ED-MEDIA 93--
World Conference on
Educational Multimedia and Hypermedia
Orlando, Florida, USA, June 23-26, 1993

Al\;CE ASSOCIATION FOR THE ADVANCEMENT OF COMPUTING IN EDUCATION



Iln...

ISBN 1-880094-06-1

Copyright 0 1993 by the Association for the Advancement of Computing in Education

A" rights reserved. No part of this book may be reproduced, stored in a retrieval system,
or transmitted, in any form or by any means, without permission in writing from the
publisher.

The publisher is not responsibile for the use which might be made of the information
containing in this book.

Published by the Association for the Advancement of Computing in Education (AACE)
P.O. Box 2966, Charlottesville, VA 22902 USA

Printed in the USA

3



4

PREFACE

As chair of the Steering Committee of the ED-MEDIAconference series, I have the pleasure of

presenting this timely collection of information pertinent tothe wide area of educational multi- and

hypermedia. I am doing so on behalf of the steeling committee which also includes David Jonassen,

University of Denver, CO (USA); Gal), Marks, AACE, Charlottesville, VA (USA); Douglas Norrie,

University of Calgary, Calgary, Alberta (Canada); and Thomas Ottrnann, University of Freiburg,

Freiburg (Germany).
As many of you are aware, the ED-MEDIA conference series resulted from merging the

International Conference on Computer Assisted Learning (ICCAL) conference series with efforts of

the Association for Advancement of Computing in Education (AACE) to offer a broad-based

conference series with a strong emphasis on both educational and multimedia aspects. Those of us

who have been involved in this merging process are exceedingly happy with the outcome: the timing

could not have been better. The breakthrough of digital media is visible everywhere: the computer

as the ultimate media-machine, combining textual and graphical data with interactive videoand audio

clips, is now a reality. Potent commercial forces are pushing this combination into the market to an

extent that will reshape how we live, work, and learnb.; .t in the form of electronic books,
encyclopedias, dictionaries, roadmaps or picture collections; be it in the form of " interactive movies"

with the long awaited CD-I technology; be it in worldwide hypermedia networks, in small portable

computers with CD-ROM or CD-I integrated in them, or in ever more powerful virtual reality settings.

This is an important juncture in the history of computers. Quite heady, intriguing, with much

research and commercial potential, yet also with thedanger that developments we are witnessing aze

not going to change our society for the better as we would hope, but might well add another ingredient

helping to "amuse ourselves to death," quoting Neil Postman's famous book. Let us not forget that

television was introduced with fanfare some 40 years ago as the ultimate tool to deliver education to

everyone and has turned out to be (albeit with exceptions) a mind-numbing machinery, pacifying
humankind and replacing education by superficial trivia information. Computer-based multimedia

has, much more so than televison, the opportunity to indeed offer better training and education in

many ways; however, the same technology may also lead to still more entertainment, to seducing

people to leave everyday problems behind by submerging theminto new technological worlds, into

virtual realities.
ED-MEDIA is recognizing this challenge. We believe that a concentrated effort has to be

undertaken to counteract pressures of the entertainment industry to mainly use multimedia for
"infotainment" and "edutainment." The ED-MEDIA conference series aims at using new
technology for more noble purposes: for the education of woman- and mankin i In doing so,
ED-MEDIA will have to closely follow developments in many areas, from the ele,- . ,;ic entertain-

ment industry to artificial intelligence applications and worldwide networkini .4, our concern is

that all these technologies are used, to a large degree, for educational rathel Man other purposes.

Looking at this volume and at the ED-MEDIA 93 program gives us some basis for optimism. We

havebeen able to assemble an impressive array of educational applications on the forefront of research

and development.
It is, of course, almost an absurdity to present the newest developments in educational multi- and

hypermedia in the form of a printed book. We are well aware of this and are contemplating alternatives

or supplements for future ED-MEDIA conferences. Yet the lack of a unified platform makes this, as

we all know, a formidable task! Thus we are proud that even without the newest technologies this

volume manages to be an invaluable guide to what is happening in educational multi- and hypermedia



right now, or is about to happen in the near future. That this is the case is due to the cooperation of
all authors, and to the tireless efforts of the Program Committee and many referees who tried to
package multimedia know-how in printed form. They have succeeded. For this we would like to thank
all involved, and are happy to acknowledge the work of the Program Committee by listing it below.

May this volume increase your knowledge in your particular area of interest! However, remember
that the best way to learn is through various forms of participation as experienced through ED-MEDIA
conferences, with their demonstrations, panels, workshops, and papers. Hence, see you (also) at
Vancouver, Canada, for the next ED-MEDIA conference in June 94!

Hermann Maurer
Chair of ED-MEDIA Steering Committee

University ofAucldand
Auckland, New Zealand (on leave from Graz University of Technology, Austria)
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Multimedia: We have the Technology but do we have a
Methodology ?

JAMES L. ALTY
LUTCHI Research Centre, Dept of Computer Studies,

University of Loughborough, UK

Multi-media presentation systems are now becoming commonplace. They can be utilized on
personal computers such as the MacIntosh or IBM PC, and are also available on workstations
such as the SUN. Although there are some technical problems associated with synchronisation,
with the handling of large moving pictures and with real time performance, most of these
problems have been, or shortly will be, overcome. There is therefore no technological reason why
large numbers of multimedia systems should not be successfully implemented during the next few

years. The real difficulties, however, in developing multi-media presentation systems do not lie
with the technology. They stem from a lack of a methodology for multi-media design. The real
question is not HOW can we provide different media but WHEN and to WHAT effect (Alty 1991).
In a sense, we have been in this position before. We constructed textual interfaces before we
understood command languages. We developed graphical approaches without really understanding
the essentials of graphics design and we used colour with a combination of arrogance and
ignorance which would have embarrassed a true artist. There was some merit in using such a
pragmatic approach in the past. Computing applications required new interfaces whose design was
not fully understood or supported by research. It therefore it seemed reasonable to try out as many
options as possible and select the best for further development. The problem with using the same
approach for multimedia interface design is the size of the search space. We have so many options
and combinations that the possibility of producing poor interfaces is high. It is therefore
important to try to lay down design guidelines and principles to aid the multimedia application
developer.

There are difficulties in simply extrapolating from previous work in single media. Marmollin
(1992) has argued, for example, that the multi-media approach should be seen as a new approach
to systems design rather than a new technology, and that our definition of multi-media should not
be based upon current technology. He also makes the very important observation that multiple
media are not just built up out of simple parts which can be experimented with separately.
Multimedia representations attempt to utilize the "whole mind". Thus single media interface
design methodologies may not be appropriate to the multimedia situation.

The PROMISE project

We have been working with multimedia interfaces for the past four years in a large ESPRIT
project called PROMISE (PRocess Operators Multimedia Intelligent Support Environment). One
of the key goals of the work has been the development of some interface design principles. The
process control situation provides some unusual design problems for the multimedia designer
which are quite different from the more usual educational or communication situations. For
example, a designer can never be really sure when and in what combination "messages" will arrive
at the presentation system because of the non-deterministic nature of the process. When
something goes wrong, there is usually a surfeit of information competing for limited
information transmission channels and therefore media. Thus the designer cannot be sure that the
required device will be available at the critical time. Allocating a particular alarm to an audio

3



channel might seem acceptable at the design stage, but in a crisis situation a whole set of audio
alarms might arrive simultaneously in the control room.

However, the multi-media approach affords a way out of this scheduling problem, by allowing
alternative representations to be used. At the heart of the PROMISE system, therefore, is a multi-
media resource manager. This multimedia resource manager uses knowledge about media and the
application to resolves multiple media clashes on-line (Alty and McCartney, 1990).

The PROMISE project is based upon two exemplars - a nuclear power plant simulator in the
South of Scotland and a chemical plant in The Netherlands. These two plants have been
deliberately chosen for the different environments they provide. Work on the nuclear plant has
teen carried out in the plant simulator, one of the most sophisticated in the field. The work in the
chemical plant has been carried out in the control room itself. The simulator allows us to
deliberately create error situations and explore the importance of different media in assisting
operators to deal with these situations. The real plant offers quite a different challenge - that of
longitudinal studies in a real environment where the clock cannot be stopped and unexpected,
events are intermingled with long periods of trouble free running. In addition to experiments in
the simulator and plant, experiments have also been carried out in the Behaviour Laboratory at,__
Loughborough University where conditions can be carefully controlled.

From our expensive laboratory and real-plant studies we have been able to gather together,.
some guidelines or principles for designers. Although the process control area is rather specialised
we are convinced that the lessons we have learned from this work are readily generalisable and are
therefore applicable to most multimedia design situations.

Some Designer Guidelines

Design principles and guidelines which we have developed in our study of the use of
multimedia in process control interfaces (Ally and Bergan 1992) are the following:

The Principle of Telepresence

Multimedia options such as video and audio allow us to regain something which we have
lost over the last twenty years of process control interface design - that is - connection with the
real world. Gone are the days when the operators could FEEL the plant undcr thcir feet, HEAR it
in operation, or SEE what was happening and in some cases SMELL the overheating. There are
at least two reasons why this telepresence option offered by a multimedia approach is important -
the partial elimination of events by proxy, and the preservation of crucial cues.

Firstly, connection to real events is important and is obviously crucial in process control.
Our current interfaces tend to offer events by proxy. A red light changes to a green light on the
control panel to signify the opening of a valve but did the valve really open ? An event
happened to me recently which illustrated this point. The portable Macintosh has an icon which
shows that the battery is charging (i.e. connected to the mains). The system was being used in an
hotel room when suddenly a message appeared exclaiming that the battery was nearly discharged,
however the mains lead was plugged in to a wall socket. On pulling out the cable from the back
of the Mac the charging icon disappeared. When the plug was pulled out for the power socket,
however, the icon remained on even when there was no connection to the mains. The appearance
of the charging icon was an event by proxy. It was triggered by the presence of the plug into the
back of the computer, not by the presence of a mains signal. In fact, the problem had arisen
because the mains socket in the wall was not switched on. Events by proxy can be a serious
source of problems in process control, but the problem is a more general one. With a
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multimedia approach the operator could actually watch the valve changing state, and hear the
valve mechanism in operation.

Secondly, it is often difficult to be precise about exactly what in our environment provides
the cues for human decision making. Media (particularly video and audio) carry information which
cannot be easily characterised as having a particular use. Good operators simply "know" that there
is a problem from hearing sound from the plant, yet they may be unable to define what it is that
alerts them. In a similar way the average car driver can sense there is something wrong with a car
simply because of a change in the sounds produced whilst running. Operators use cues which
designers do not know are there (and in many cases the operators are not conscious of using these
cues either). Designers tamper with such information at their peril. In one of our experiments, for
example, we found that there was a problem with using the results of a test involved an
assessment of the salt level in the process flow. Designers had assumed that a measure of the
length of the deposited salt in a narrow tube would be sufficient, whereas it turned out that the
colour of the substrate, and even the granulation of the salt, were used in an important way by
operators in the evaluation process. Preserving the complete test in a still-colour-picture preserved
the vital cues.

The Principle of Measurable Media Differences

Media offer information to operators (or users) to enable them to take decisions. In some
cases the decisions will be qualitative ones, whilst in other cases they will be quantitative. It
sounds rather obvious to say that the changes in the media must be discernible in an appropriate
way by the human observer to be effective. In a number of our laboratory experiments we
provided additional sound from the process to help the operators. In a number of cases such sound
was found to be irritating and not very useful. The reason was that operators could not use the
information in a meaningful way. The differences in the medium could not be related to
quantifiable differences in the process, thus control was not possible. An example of this would
be representing flow by the sound of a tap. Increases or decreases would be perceived but absolute
measurement would not be possible. Thus the use of such a medium would only be appropriate
when gross changes were the major cue for action rather than precise changes.

The Goal Principle

We have concluded (along with many others, for example, De Sanctis, 1984) that the main
determining factor in media choice is the use to which the information is being put by the
recipient. People will argue that this cannot be true. Surely spatial information is always better
presented pictorially ? Not necessarily. For example, experiments carried out with weather
forecasts have showed that audio information can be superior to visual information in some
circumstances even in what appears to be a spatial task. This principle has important
implications for multimedia design. What matters in designing a multimedia interface is the
nature of the information needed by the users to carry out their tasks. Deciding which medium has
characteristics which best transmit such information is then a key aspect of the design process.
Ideally, therefore a task analysis (Payne and Green, 1989) should be carried out to ascertain the
information needs of the user and the choice of media used will be heavily influenced by those
needs.

The information needs of users will, of course depend upon their goals, but it will eventually
need to be converted into requirements for particular types of information. For example, operators
watching a boiler heating up may have an overall goal of preventing the temperature from rising
too quickly. They will therefore be interested not only in absolute temperature values, but in rates
of change as well. They might also be interested in the history of the previous five minutes.
Alternatively, if rates of change were unimportant, and they may only need to know when a
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temperature level is reached. In each of these cases the information required has very different
characteristics. On the one hand, values, rates of change and historical perspectives are required.
On the other merely a change of context. It is clear that using an audio medium for the former
task would be inappropriate, but might it be ideal for the second case.

We therefore need a taxonomy for characterising knowledge requirements (generated by user
goals). Most work so far has been carried out using graphical media. One starting point could be
from the work of Roth and Mattis (1990) who attempted to characterise data in terms of three
types - set ordering (whether data is quantitative, ordinal or nominal), domain of membership
(time, space, temperature or mass), and coordinate specification (is a point specified spatially,
temporally or otherwise). These types can then enter into relationships described in terms of
coverage, cardinality and uniqueness. Finally complex relationships can be described. The final
section of the paper tries to relate user goals to data characteristics and they provide some useful
examples (within graphical media) of how data characteristics govern the effectiveness of the
media to present information.

Mackin ley (1987) has designed an Automated Presentation Tool. He defines "expressiveness"
and "effectiveness" criteria, the former indicating by how far a medium is capable of presenting
the data, and the latter indicating how well the medium could present the data. A medium should
be chosen which is expressive but not over-expressive. The effectiveness criterion is more
difficult to define since it depends partially on the capabilities (and the goals) of the user, but
Mackin ley develops a presentation scheme for ranking the suitability of different graphical media
for the presentation of quantitative, ordinal and nominal data. He suggests a set of primitive
languages which can be merged by composition.

Some very interesting work with a direct bearing on the production of a taxonomy is by
Hovy and co-workers (see for example Arens, Hovy and Vossers 1992). They identify four types
of knowledge which arc similar to those mentioned above namely:

- the characteristics of the media
the nature of the information to be conveyed

- the goals and characteristics of the producer
- the characteristics of the perceiver and the communicative situation

Media have characteristics such as substrate, information carrier, carricd item, dimeusion,
temporal endurance etc.., Information is characterised in terms of Dimensionality, Transience,
Urgency, Order, Dcnsity, Naming and Volume. Producer intentions include teaching, informing,
confusing, involving, activating and de-activating, goals etc.. Finally, user intentions are
concerned with expert student or novice status, interest, opinion, language ability and emotional
state.

The Complexity Principle

A question which has never really been answered is "does a multimedia presentation approach
assist user understanding a complex situation ? " Most people would feel that the answer ought to
be yes, but there is little data to support this viewpoint. We have therefore carried out a set of
laboratory experiments to investigate (amongst other things) how far this might be true. We
selected a task for this experiment which was closely related to the process control domain and
which had considerable scope for multimedia presentacions. The task was Crossman's Waterbath
(Crossman & Cooke, 1974). It has been used on numerous occasions (Moray et al, 1986, Moray
and Rotenberg, 1989) since it was first used by Crossman and Cooke to show operator
progression from a second order controller to exhibiting open-loop control. The Waterbath Task,
illustrated in Figure 1, is a simulated thermal hydraulic system which consists of a single tank (in
the variation used for this experiment). An inflow and an outflow pipe are connected to the tank.
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Figure 1 Crossman's Waterbath

There is a valve on each pipe (in-valve, out-valve) which may be used to regulate the flow.
The heater is situated immediately underneath the tank. Inside the tank is an insulated container
containing a fixed amount of water and a thermometer. There are also imaginary sensors to
measure the level of water in the tank and the rate of flow out of the tank. Them are three control
variables: in-valve, out-valve and heater. The state of the process is indicated by the three
variables level (in millimetres),f/ow-rate (millilitres per second) and temperature ('C).

The tasks which the subjects had to solve, involved achieving new steady state process states
from a steady state starting point. The target state was defined as a range within which each of the
system variables had to lie after stabilisation of the system. Subjects were placed in front of a
PROMISE terminal and their actions were recorded on two television cameras. Sound and speech
activity were also recorded. In addition, some gesture information was recorded (as it happened) on
the video tape by a hidden observer. More than 50 subjects participated in the experiment. They
were mainly undergraduate students in Computer Science and were also mainly male. The few
females who took part were balanced acmss the experimental conditions. Each session lasted
about 2 1/2 hours including a debriefing interview. The full set of results have been reported
elsewhere (Alty, Bergan, Craufurd and Dolphin 1993)

Different media were used in the various interfaces. For example, the TEXT-ONLY interface
showed the three current text values of the three output variables, and the user could alter numeric
values of the input variables. In the GRAPHICS-ONLY interface a comprehensive graphic (in
colour) was shown to the user (very similar to Figure 1) with output variables being shown by
sliders. Other interfaces had visual or verbal warnings and sound (the water flow) or
combinations. Finally, we provided some unmediated video output.

During the experiments users were tested for their comprehension of key concepts and this
comprehension was measured as the percentage of statements made which were correct. The
results for the six main concepts are displayed in Figures 2 (a) and (b). It can be seen that
comprehension varies from nearly 100% (whatever the media) for temperature, heater and in-valve
to less than 50% for flow-rate and out-valve, with level comprehension being about 80%.
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It appears that the usefulness of different media in presentation situations is closely related to
the complexity of the idea being conveyed and the capabilities of the perceiver. For example, a
simple concept (such as increasing heater output leads to a rise in temperature in a water bath) is
so obvious a relationship for most perceivers that almost any medium would successfully convey
it. Thus we see comprehension values of nearly 100% with little variation across media. On the
other hand, trying to communicate a more difficult concept (for example, Einstein's Tensor
Calculus) might be so difficult to grasp that whatever combinations of media are used the
presentation will fail for all except the competent mathematician as a perceiver. Between these
extremes there will be concepts whose comprehension is rather difficult (for example the out-flow
relationship which is difficult to grasp because of its dependency on level) and the interesting
result is that comprehension is apparently influenced by medium choice in this situation. This is
a useful result because it corresponds to a very common situation - that when operators or users
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are forced into a situation where their competence is stretched, such as fault finding in the process

control situation.

The Principle of' Apparent Redundancy

It appears that in the multimedia situation - more is mer. Human beings seem to prefer
parallel sets of redundant information rather than unique 1.:.ts of accurate information. Wc are
using the term redundant to mean "useful but not strictly necessary". For example, providing
spoken text alongside written text can be very beneficial to comprehension, but except in the case
where the operator might be moving about the room, this mil. t be thought of as being redundant
information. It appears that the more human beings use redundant (but individually useful)
information the nearer they get to exploiting the "whole" mind. An overhead colour shot of a
snooker player sinking a shot is enough to tell an observer what is going on, however the sound,
although apparently redundant, does aid comprehension. It gives an alternative, reassuring
confirmation of the event. This is an important use of multiple media.

The Principle of Operator Choice

The choice of the "best" medium depends upon the operators' goals (The Goal Principle).
However it is not always easy to determine the full range of operator goals some of which are
often hidden. It is therefore important to allow operators some media flexibility. This will allow

them to exploit the interface and will provide useful feedback on hidden operator goals. In the
PROMISE system we allow operators to express their preferences and, if possible, honour them.

The intrusion Principle

Some media are more powerful than others at helping operators to solve certain goals. An
example of an intrusive medium would be sound when used to alert operators of alarm conditions.

Such media can be very successful but can impair performance on other parallel goals. Therefore,
only use intrusive media when the intrusion is required to solve a higher level goal and you are
prepared to risk the loss of concentration on other lower level goals. Be sure to re-introduce the
neglected goals when the emergency is over.

A switch of medium can be very effective in forcing a context switch on an operator. Sound is
often used for this purpose, but other media switchcs can work as well. For example, a visual
switch in a sound intensive environment can be very effective (provide the operators attention to
the screen can be guaranteed). Media switching can also shed new light in problem solving.

The Principle of Media Synchronisation

Some media work extremely well if synchronised together. The obvious example is, of
course, video and audio in film or television and the synchronisation is essential to carry over a
notion of reality. However there are other useful synchronisation possibilities - for example,
animated graphics and text overlay (or sound commentary), feeling in a data glove and visual
effect (i.e. firing a projectile in a computer game), or visual movement in a virtual reality world
synchronised with hand movement. The important point here is that the synchronisation may not
just be creating "real-world" like conditions, it may also be minimising the overload on short-

terM memory.
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Conclusions

These principles are, of course, only a stepping stone to a full set of design principles for the
design of multimedia interfaces. No doubt more will emerge as work proceeds. We need
considerable effort in matching knowledge characteristics to media characteristics, and in
recognising why different media give designers an advantage in presentation.
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Why Interactive Multimedia Technology?

Interactive multimedia technology offers several unique advantages over traditional methods

of education and training. One such advantage is the module's involvement of the user. The user

may control the speed and direction of the lesson being presented by menu selections or by

responding to questions. This interaction offers individualized, hands-on learning, and self-
paced instruction which contribute to better comprehension and retention than traditional

methods.

Interactive multimedia applications educate learners the way most people acquire information

-- through active learning. A right combination of this technology, instructional design,
expertise in a subject matter, and creative minds could result in tools which not only improve
learning and retention of the subject, but they do so in a more effective and entertaining way.

These applications also allow random acccss, immediate feedback and automatic or manual

review. They demand viewer attention, turning passive observers into active participants, totally

involved in thc learning process. Further, by applying creative techniques, one may produce
tools that arc fun to work with and maintain a high level of interest in thc user. Finally,

multimedia modules are easy to use and arc often more economical compared to other

alternatives.

The StecIDEM Project

A project is underway at The Pennsylvania State University to develop Steel Design

Educational Module (StccIDEM), an interactive multimedia computer application for

teaching/learning of design and development of steel structures. The module will cover different

structural steel members, their behavior, limit states, and design. Thc effects of different
variables on thc physical behavior and strength of members will be studied through animations of

different situations and discussions of design specifications, formulae and plots.

The module will allow users to create and interactively solve problems with "real world"

constraints and limitations. These conditions may include such constraints as availability of
structural shapes and steel types, common member sizes, interaction of different members and

the effect of member sizes on ease and economy of connections between them. Within each
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section, the module will contain exercises of different difficulty levels to ensure a better
understanding of the subject matter. SteelDEM will be developed based on the latest Load and
Resistance Factor Design (LRFD) of steel structures, adopted by the American Institute of Steel
Construction.

SteelDEM will be developed in two phases. Phasc I will lead to development of a version
with all major features of the final module but with a limited amount of contents. This version,
expected to be ready by summer of 1993, will bc tested and evaluated at a number of schools.
Phase 11 of thc projcct will begin immediately following thc completion of phase 1, and will
continue for a period of about thrcc ycars. The second phase of thc project will result in the
completion of SteelDEM including all the contents and features explained in this paper.

The Module: Its Contents and Features

SteelDEM is structured similar to a typical textbook. It consist (1);' a number of major parts or
"chapters", each of which is divided into scctions and subsections as necessary. Easy navigation
systems allow uscrs to move between sections quickly and with ease. StecIDEM is divided into
the following major parts:

I. Tutorial;
2. Structural Steel: Production. Fabrication, and Erection;
3. AISC Manual;
4. Tcnsion Members;
5. Columns;
6. Beams;
7. Beam-Columns;
8. Fasteners/Conneetions;

Following is a brief description of somc of these components.

The Tutorial will consist of instructions as well as examples of how to use the module and its
features. It may be accessed at anytime from within thc module.

Structural Steel: Production, Fabrication, and Erection will include about forty five
minutes of mcnu controlled video, computer graphics and animations on how structural steel is
produced. fabricated, and erected. In particular, design considerations for more efficient and
economical design of steel structures will be addressed using graphics. animations and footage of
"real world" examples as well as interviews with educators and other professionals such as
consulting engineers, architects, fabricators, and contractors. This part will also have an index
for quick access to desired topics.

AISC Manual will include pertinent parts of thc A1SC Manual of Steel Construction (1,12PD)

such as the data base of structural shapes, specifications, as well as other necessary tables, charts,
and design aids. Although this part is included as a separate "chapter", it may be accessed from
any part of the module. AISC Manual will have a menu system of its own for easy navigation.
In addition, any pertinent parts of the manual will be grouped and made accessible in the
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problem solving screens through buttons. All charts and tables arc reproduced in the same
format as they appear in the AISC Manual to avoid confusion by uscrs.

Chapters four through eight address material typically covered in similarly titled chapters of a
structural steed design textbook. Each of the chapters will be broken into sections. As an
example, the chapter on columns, currently under development, is divided into the following

sections.

1. Concepts and Definitions
2. Buckling
3. Facters Affecting Column Strength
4. MSC Specifications and Formulas
5. Analysis of Columns
C. Design of Columns

Thc first two sections cover thc basic concepts, definitions and buckling of compression

members. An assortment of color pictures from real structural components, full motion video,
computer graphics, and animations arc tised in these and other sections to present the content

more clearly. Section three discusses different factors affecting the physical behavior and
strength of columns such as laterally unbraccd length, effective length factor/end conditions,

cross sectional properties, and material properties. The relationships among different variables
arc studied through visual aids as well as plots and formulae.

The section titled AISC Specifications and Formulas will discuss engineering specifications,
gmeral concepts, and procedures involved in solving a variety of problems utilizing design aids
included in thc A1SC Manual. As with any other section, the uscr may decide to skip this scction

if (s)he so desires.

Sections five and six of this chapter cover analysis and design of columns. Several methods

of analysis and design of columns will be introduced. Each scction will include interactive
numerical exercises and examples as well. Each section also allow uscrs to solve problems pre-

determined by their instructors or created by themselves. Stec1DEM's problem solving capability

features three difficulty levels. In level I, intended for users new to the subjcct, thc actions takcn
by the user will be closely monitored while hints and instructions help guide users through a

problem.

In level II, intended f . intermediate level users, the user is supplied with a list of possible
tasks for solving a problei.i. The user must decide which tasks are appropriate and in what ordcr.
Withii each task, thc user does all the work and thc computer acts as a facilitator. In level III,
the advanced level, the user will only have access to the specifications and design aids. (S)hc

must decide what to do and which formulae and design aids to usc. At this level, uscrs may bc
restricted to certain constrains to make the problems more challenging. Different methods of
problem solving will be available as options, giving users more flexibility. In all levels, users
will have on line acccss to the A1SC Manual and their work will be automatically chcckcd for

compliance with the latest available AISC specifications.
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Other Features

Nine buttons remain as permanent parts of all screens in the module, These buttons are:
Menu, AISC Manual, Glossary, Notebook, Sct Bookmark, Navigate, Calculate, Help, Index, and
Exit. The user may return to the original location in the tutorial after using features accessed by
any of these buttons. Most screens have other features and buttons which arc specifically
included for those screens.

Thc Menu button displays a hierarchy of all chapters and their sections. It also allows the
user to navigate quickly through the tutorial and jump from one chapter to another or move
between scctions within the same chaptcr without going back to the main selections. This feature
also identifies the present location of the user in the module and identifies chapters and/or

sections that have been visited by thc uscr during a session.

The AISC Manual will give users quick and on-line access to pertinent parts of thc A1SC

fanual of Steel Construction (1,12F1)). Information available in this part may be automatically
transferred to another part of the module. In solving problems, all necessary information may be

obtained directly from thc A1SC A lanualby SteelDEM without the user having to go to that part.

The Glossary consists of a compilation of the terminologies and symbols used in the module,
including the terms and symbols used in the il/SC Manua/ along with their definitions and units,

if any. Somc terms and symbols in the Glossary are accompanied by video, graphics, or
animations tc better illustrate what the selection represents. Further, if the selection is related to

other words or symbols, those words and symbols appear at the end of the definition as "hot
words". The user may click on any of those words in which case (s)he will be taken to another

part of the Glossary where the related term is listed. The Glossary has a menu system for quick

access to its contents.

Notebook gives users access to an "electronic noteboo1-7" which may bc uscd to record

remarks or notes for future reference and/or to print. The klookmark button allows users to

sct electronic marks at any point in the module for easy access in the future. Each bookmark will
be labeled for identification. The user may save his/her bookmarks on a floppy disc for use in

futurc sessions.

The Navigate button provides users with a list of bookmarks set earlier. Selecting a

bookmark title in the list will take the user back to that location. The Index button gives uscrs

thc capability to go to pertinent part(s) of the module for further study of a subject. The

Calculate button brings up a scientific calculator for use in certain exercises or for any other

purpose. Although thc computer is capable of carrying out all necessary calculations very
quickly, StecIDEM is developed with the idea of having the user carry out some calculations for

better understanding and appreciation of certain concepts.

The Help button provides uscrs with on line help on how to usc the module or to explain
certain features. The Exit button allows the user to close the module at any time with the option

of saving the results of that session such as problems solved or bookmarks set.
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Other Stec1DEM features include the capability to electronically evaluate students' work and
save their scores, print or save each student's work, and record a history of the student's use for
future review by the student or the instructor.

Because of its educational nature, SteelDEM is being developed with the intent to incorporate
maximum interaction with users. It is designed to require the usci to be very involved through
exercises, taking actions and making decisions at different stages of a session.

The module also allows users to select different kinds of connections between members and
evaluate different alternatives in terms of strength, economy and ease of design, fabrication, and
erection. This feature includes a library of animated parts of connection which may be assembled
and studied.

SteelDEM could be placed on electronic networks ad made accessible to users from a variety
of locations including classrooms, laboratories, or residences. The module will be designed with
flexibility to allow future updates and modifications duc to changes in technology and/or

contents. It will also be possible to expand the module in the future to include more advanced
topics.

Instructors may wish to set up local area networks and keep records of students' use of the
module and evaluate their responses to questions. They may also wish to store sets ofproblems
which could be printed as assignments at the end of a session. Additionally, reading and
problem assignments may bc suggested to students who may have shown weaknesses in certain
areas.

StceIDEM will not only enhance engineering students' understanding of structural steel
design, but will also familiarize them with this new technology which they will very likely face in
their future careers.

System Requirements

The recommended minimum system configuration for using StecIDEM is as follows:

1. A 386 (or higher) IBM PS/2 or compatible computer with one floppy disk drive,
XGA/Super VGA display, mouse, and Microsoft Windows;

2. Four megabytes of memory;

3. A CD-ROM drive;

5. Network connectioli and appropriate hardware and software needed for networking
(optional).

Depending on the state of technology at the time of distribution. SteelDEM may be available
on more than one medium when completed.
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Project Advisory Board

In order to ensure a high quality in design, development and contents of the module, an
advisory board of twelve prominent persons in education, professional practice, and computer
technology has been assembled for the project. Members of the Board receive periodic reports on
the progress and contents of the module and provide valuable input from their own perspective.
Members of the Board include faculty from the following universities: University of Illinois
(Urbana), University of California (Berkeley), University of Wisconsin (Madison), Massachusetts
Institute of Technology. Cornell University, and The Pennsylvania State University. A number
of others specializing in computer technology, instructional design, and structural engineering
are also membeis of the Advisory Board.

Testing and Evaluation

SteelDEM will be tested and evaluated as follows.

1. During production -- beginning in Fall Semester 1993, parts of the module already
developed, will be tested and evaluated at several universities. This process continucs
through the entire production.

2. After production -- inputifeedb k will be solicited from users. Future upgrades will
incorporate the necessary changes and features communicated by faculty and student
users.

3. A statistically designed study will be conducted to evaluate the impact of the module on
students' learning as well as any changes in their motivation or interests in the field as a
result of using SteelDEM.
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Logical Markup For Hypermedia Documents: The
TRAIN-System

Friedrich Augenstein, Thomas Ottmann, Jurgrm Schöning
Institut fur Informatik, Universita Freiburg

Rheinstrasse 10-12, D-7800 Freiburg, Germany

1 System architecture
Our experience ha.s shown that the ever increasing functionality of modern authoring systems
for developing computer aided instruction material does not suffice to guarantee high quality
courseware. In particular unexperienced and casual authors of CAI-material need tools
which incorporate the knowledge of experienced courseware designers, cognitive scientists
and pedagogues [AJSW][MMONOtt].

We will report about the design and implementation of a prototype-authoring system
called TRAIN(type and rule directed authoring) which enables a clear distinction between
the tasks and responsibility of the author on the one hand and different kinds of experts in
courseware development on the other.

The TRAIN-System allows a strict separation of thc logical content-structure of a course
from its formal layout-structure. This is achieved by following well established principles
underlying modern document preparation systems like LATEX [Lam]. We will introduce the
notion of type and type-directed authoring and presentation. The author only specifies what
type a special part of a multimedia document should have. The layout of the objects of a
given type is described in style sheets which are established by professional designers. The
linking scheme of information units is described by pedagogues.

As a result of the editing process using TRAIN we obtain a symbolic description of the
multimedia document with a logical markup. The markup language which we use resembles
the Standard Generalized Markup Language (SGML)[Bry] used in document. processing.
Types specified in this language are ultimately reduced to basic types (e.g., #PCDATA).
Types may have attributes which obtain specific values on any instantiation; they may
also have procedural elements, called scripts, which implement different ways of editing or
presenting objects of the given type.

There are other approaches based on SGML for modelling multimedia documents. The
ISO published a standard called Hy Time [ISO]. In comparison to Hy Time, our system is
much more courseware-oriented and provides the expert with types and attributes that he
can use directly to lay down his experience in types which will then support the author.

The TRAIN-System consists of two major parts, the editing system and the presentation
system. The overall structure of a course is defined by a Document Type Definition ( DTD).
It specifies the class of all possible specific structures and directs the editing process. The
editing process is supported by type-specific editing rules. As a result of this type-directed
authoring we obtain a multimedia document with a logical markup. A precompiler expands
this document using a given style sheet into a fully expanded version which contains only
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Figure 1: The architecture of the TRAIN-System

base-types and base-attributes. They are interpreted by the core of the presentation system.
The editing system, too, uses units of the presentation system to make parts of the document
visible and audible for the author while editing the course. Figure 1 shows the overall
architecture of our system.

2 Types
In TRAIN, types are defined in an SGML-like language. A DTI) for the titlepage of an
electronic course might look as follows:

<!ELEMENT Title (Titlestring, Author, Institution, session_time)>

<!ELEMENT Titlestring (#PCDATA)>

<!ELEMENT Author (#PCDATA)>

<!ELEMENT Institution (#PCDATA)>

<!ELEMENT session_time (#PCDATA)>

The type Title consists of four subtypes which are strings (#PCDATA). The following
document may serve as an example of a document generated by the above mentioned DTD:

30
18



, 111 TRHIN-118ndow

The TRAIN-System
Authors: Friedrich Augenstein

Thomas Ottmann
Jurgen Schoning

Institution: Institut fur Informatik
Universitat Freiburg
RheinstraBe 10-12
D-7800 Freiburg
Germany

You need approximately 90 minutes to go through this course.

[To operating Instruction) (To table of contents) ( To course )

Figure 2: An expert-defined layout of a course-titlepage

<Title>
<Titlestring> The TRAIN-System </Titlestring>
<Author> Friedrich Augenstein, Thomas Ottmarin, Jurgen Schoning
</Author>
<Institution> Institut far Inf ormat ik . </Inst tut ion>
<session_time> 90 </session_time>

</Title>
The layout of a document of type Title is described in a style sheet by a design expert

and might lead to a presentation like the one in figure 2. The expert has defined the position
and style of the strings for Titlestring, Author, etc., he has created links to other parts
of the document (e.g., to table of contents) and has filled in author's content in predefined
strings. ("You need approximately session_time= 90 minutes to go through this course.")

It is obvious that a document with a tree-like structure is created. In our example the
root of the tree would he of type Title. The sons of this root would be an object. of type
Titlestring, an object of type Author, an object of type Institution, and an object.
of type session_time. An object consists of a type name, an attribute list, and data
(pararn string). A next-pointer points to the next element in the tree on the same level. A
son-pointer points to the successor in the tree.

We distinguish three different classes of types, screen types, structure types, and interac-
tion typ,s. Each class consists of some basic types and complex structured types which can
be defined by using the SGML-like language.

Screen types are the types of objects visible on a (dynamic) screen. As base-types,
we have implemented the standard types Picture , Line, Rectangle , RoundRectangle ,
Oval , Word for graphical primitives and Text and Phrase for text primitives with base-
attribute!, specifying color, line size, etc. Multimedia types like audio, video or animation
sequences can be defined in the stylefile by using a HyperCard-external-command (XCMDs)
function. Overlaying, timed sequencing, and erasing of several objects are realized by using
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Figure 3: A document tree with "hypergraph" parts

a base-attribute Dias and a base-type eraser.

We cannot, only structure documents in a hierarchical, tree-like manner. We can also
consider a whole subtree of the document tree as a single unit using the base-attribute
container and set. arbitrary links between those units. A container attribute can be used
by experts to define such structure types. It specifies an identifier for a node in the
document tree and, thus, implicitly for the whole subtree rooted at this node; the active

attribute described below specifies the reference that points to a certain identifier. Any
fully expanded document has therefore the structure of a multilevel hypergraph (of the
class specified by the DTD) with hypernodes, i.e., sets of nodes, and hyperedges between
hypernodes as in the hypertext model introduced by Frank Tompa in [Tom]. Navigation
through a document. now means to follow tree-edges or hyperedges.

By specifying interaction types, user interaction can also be lifted to a "logical" level.
The author may, for example, use a "next" command but, must not specify whether following
"next" means a key-press, a mouse-click or a selection from a pull-down menu. This is layed
down in the style file in a consistent manner. The base-attribute for interaction types is
active. It specifies the kind of interaction and the label to jump to when activated. The
label is set. by a container attribute as described above.

3 Hypergraphs
As mentioned before, a document is internally represented in a tree-like manner. In figure 3
an example of such a document tree is shown. A document part of type sub_node in the lower
right corner has an active attribute with the parameter sample_unit. This corresponds to
an hyperedge to the node of type unit whose container attribute is marked with the same
parameter. This way the container and active attributes impose a hypergraph structure
on top of the hierarchical tree-like document structure. Figure 4 is a hypergraph view of
the "hypergraph" document parts shown in figure 3.
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Figure 4: A hypergraph view of the document tree parts in figure 3

4 Simple examples of style rules
For each type which is not a base-type the style file contains expert rules of how to present
objects of the respective type. The style file is structured in the same way as a document
with logical markup and can thus be defined by a DTD. For that purpose, the style file
may contain the procedural types repeat, get , if, , proc and procedural elements, called
"scripts" (introduced by a #-sign). As a simple example for a screen type defined by an
expert we declare a type FrameTitle which can be used to provide a (dynamic) screen (a
"frame") with a title. The DTD contains the following specification:

<!ELEMENT FrameTitle (#PCDATA)>

When the syntax-directed editing process reaches the stage of producing a frametitle, the
author will be requested to input some text as a title. An expert designer may have specified
the following presentation mode in a style file (not accessible to the author):

<stylerule element=FrameTitle

run=1 >

<Shape curTextStyle=(Helvetica,outline,14)

curRGB=(60000,0,30000)

curbackRGB=(60000,60000.60000)>

<Word>(500,2200,0,0,#getData(cE))</Word>

</Shape>
</stylerule>

It requires the expansion of the structured document edited by the author on the first run
of the (pre-)compiler (run=1). The expanded document will consist of a graphic primitive
(Shape) with assignments of specific values to base-attributes specifying text-style, fore-
ground and background colors (here: the red, green, and blue parts of the color). Then an
object of type word will appear with reference point at point (500,2200) in a coordinate sys-
tern fixed by the expert; the external part of the object will be the text input of the author.
(#getData(cE) means: get. the author's #PCDATA-input of the current element, (which is of
type FrameTitle))

Structure and interaction types can be specified by similar means. The author specifies
the course structure on a logical level; any details of how to follow the linking structure (like
pressing a key, clicking a button, etc.) has been specified in a style rule by the expert,.

Defining and using style rules is a very powerful mechanism. As examples we have created
style rules for automatic generation of an interactive table of contents, for bar charts, and
for several graphic types. (e.g., a figure containing a text and a graphic in a predefined
arrangement.)
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5 Syntax-directed editing
The DTD guides the menu-driven editing process. The author is forced to follow the pre-
defined structure and to use the logical commands. This is achieved by coupling the menu-
structure and the DTD. For every type the editor generates a menu. The menu name is the
name of the type. The names of the menu items are the names of the subtypes. Consider
the following type definitions in a DTD:

<!ELEMENT lesson

<!ELEMENT introduction

<!ELEMENT main

<!ELEMENT chapter

<!ATTLIST chapter

<!ELEMENT consolidation

(introduction, main, consolidation)>

(#PCDATA)>

(chapter+)>

(#PCDATA)>

title (CDATA)

font (geneva I times I monaco) monaco>
(#PCDATA)>

Objects of type lesson can be edited by editing objects of its three subtypes. The editing
of an object of type introduction and consolidation is managed by inserting a string
(#PCDATA), while objects of type main are edited by editing one or several (+ ) objects of
type chapter. The type chapter also requires a string. It. also has some attributes defined
in the <!ATTLIST ...> statement. Here the attribute title requires a string (CDATA)
and the attribute font one out of three values geneva, times or monaco. monaco is set as
a default value.

lesson
introduction
illtlin
consplidotion

lesson
%/introduction

main
consDiffintion

In our example t I e DTI) would create a menu for ty )e lesson (left). Only the item which
the author is allowed to choose next is emphasized. The others are disabled and can only
be chosen al;er the first item has been edited. Having done so, the menu will look like the
picture on the right. The first item is marked as edited and the next item is emphasized.
Editing a sequence of chapters is achieved by selecting from a corresponding sequence of
menu items.

If an object is edited which is of a type that requires only #PCDATA, a window will open
where the author can insert text.. If a type has attributes, they will be displayed in an extra
menu. If the attribute is CDATA, the same window as for inserting #PCDATA-strings will
open to insert text. If there is a list of different choices, the actual choice is marked as the
following picture shows.

chapter

P!,4

chapter lAl
tit:e
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In addition, we associate respective editing met,iods to certain types which we have called
editing-rules. They provide the author with a comfortable environment to edit objects of a
given type. They automatically assure that all type-restrictions will be obeyed, and, thus
will generate a structured part of a complex multimedia object with logical markup. As an
example consider the editing-rule for creating a rectangle. A DTD defines it as

<!ELEMENT Rectangle (#PCDATA)>

After the editing process the string #PCDATA must contain the coordinates of the rectangle.
Thus the editrule for type Rectangle must provide the author with a tool for specifying
the four coordinates. The editrule looks as follows:

The editrule for RECTANGLE should not generate a menu item;

-- so set the menu attribute to "false".

<editrule element=Rectangle

menu=false>
Now there are two editing procedures; their functionality is

implemented in the editing system; #EditPoint specifies a point

determined by a mouse-click; #EditRect specifies the rectangle;

the rectangle is opened from the point specified by #EditPoint

and then drawn using a "rubberband" while the mouse is moved;

<proc> #EditPoint

#EditRect

</proc>

#EditRect specifies four global variables; these variables are now

used by the set type; this type sets the #PCDATA of the current

object which is of type Rectangle; the four variables are put --

in the #PCDATA of the current Rectangle.

<set>(RectLeft, RectTop, RectRight, RectBottom)</set>

</editrule>

The editing process carried out by the author might result in the following instance of a
document part:

<Rectangle>(10,20,9000,8000)</Rectangle>

6 The link editor
Another part of the editing system is a link editor which is currently being developed. So
far, links can be set by inserting CDATA-strings in attributes as described above. Our aim
is to enable the author to establish these links graphically so that the units will be specified
by icons and the links will be drawn by the author as lines connecting these icons. This
process will be visualized as a hypergraph on the screen. Among others, solutions for the
following questions have to be found: What kind of information units (icons) have to be
distinguished? How can they be visualized? How can the different hierarchical levels of the
hypergraph be made visible? Are there different kinds of links? How can we distinguish
between them? How can a link be visualized that connects icons of different, hierarchical
levels? What kind of view should the author be provided with? Should global information
be visible? (e.g., "You see 10 % of all icons and 5 % of all links.")
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7 Answer analysis
An important. feature of courseware is the question/answer-interaction. Answer judging
can appear in different forms: clicking somewhere on the screen, making a choice from ri
pull-down menu, typing in some text, etc. In our system an expert can define these kinds
of interaction in a style file by using the base-attribute active and establishing composed
types, e.g., a multiple-choice by defining click-fields and corresponding links to feedback
units.

We have concentrated in particular on classifying text answers as "wrong" or "right".
The problem here is that many different answers can considered to be correct. We restrict
ourselves to a purely syntactic approach for judging text answers and avoid knowledge-based
or natural-language interface systems. This is the common approach in modern authoring
systems. A simple comparison of input and pattern strings is not enough, because users make
typing errors, use synonymous words or may not follow an intended word order. Therefore,
in TRAIN the author is provided with a powerful language to describe a class of "right"
answers.

The language exceeds the expressive power of corresponding languages in systems like
A UTOOL [CM] or Authorware Professional [Ant]. It allows to specify positive and negative
occurrences of words (with a given length) and phrases (consisting of several words, "don't.
care"-symbols, etc.) to require the occurrence of words and phrases in a given order, and to
check for approximate occurrences, i.e., searching for words and phrases within a text with
a given edit, distance from time "correct" answer.

New algorithms for approximate string matching have boon developed and implemented
which resemble the Shift/OR-algorithm of [WM] and the dynamic programming algorithm
of

8 Implementation
Our prototype implementation of the TRAIN-System has reached the stage where the pre-
sentation system is fully operating. The editing system is incrementally improved by addiv,
more and more editing modules. We have to design a large variety of style files in order
to increase the comfort to suit. many different, authors. So far we have designed a few style
files for demonstration purposes and some short courses (on topology, chess-end games), for
which we 0.mow different, presentation modes by exchanging style files. At, present we
define style files in cooperation with pedagogues of our university.

It :-, r goal to create a commercial product for widespread use. However, we want
to sh, m, type-directed authoring may lead to computer-aided instruction material of a
high (i -y.
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Interactive Technologies for Language Learning

Philip Barker, Susan Gil ler, Stephen Richards, Ashok Banerji and Chris Emery
interactive Systems Research Group,

School of Computing and Mathematics, University of Teesside, Cleveland, UK

Increasingly, as people become more internationally mobile there is a growing demand for
tuition in modern 'spoken' languages surh as French, German, Dutch and Italian. In order to cope
with this demand language instructors are now turning to the use of computer-assisted language
learning (CALL) techniques based upon the use of interactive computer-based workstations
(Cameron, 1989; Chesters, 1990; Pollard and Yazdani, 1991). In tbe past the use ofCALL techniques
has been severely hampered because of the limitations imposed by the delivery stations and
courseware which had to be used; these were mainly text-based and there was only very limited end-
user interaction and participation. Currently available technology now enables markedly improved
CALL environments to be developed based upon the use of high-quality pictures, sound input and
output, and moving images. These multimedia resources can be organised in either a linear or non-
linear (hypermedia) fashion depending upon the objectives to be realised (Barker, Emery, Fox and
Oiller, 1992).

Some time ago we embarked upon an exploration of the potential of reactive pictures and
multilingual audio resources as a means of augmenting the teaching of foreign languages using
CALL methods !Barker, 1990). This work was based upon an electronic book metaphor (Barker,
1991). The project, which was called SPBAN (an acronym for Static Picture Books with Audio
Narration), used high-quality static pictures and audio recordings organised in the form of a highly
adaptable electronic book that users could tailor to their own particular requirements (Gil ler, 1992).

Although the research described above only involved creating experimental prototypes,
commercial products embedding these ideas are now starting to become available at relatively low
cost. One extremely good example of a product range that embeds the electronic book metaphor
is the 'talking electronic books' series produced by the Discis corporation (Discis Knowledge
Research, 1991). The electronic books that make up this product line are essentially multilingual,
multimedia story books for children. They are published on compact disc read-only-memory (CD-
ROM) for delivery (primarily) in an Apple Macintosh PC environment - although some of the books
are also available for use with Commodore's Dynamic Total Vision (CDTV) system. Fundamental
to the success of these books is their use of high-quality reactive pictures and text and, of course,
their incorporation of multilingual digital sound.

Undoubtedly, within a learning and training environment the use of interactive multimedia
and hypermedia techniques for CALL can lead to substantial improvements in the quality of
linguistic experience that can be achieved (Fox et al, 1990). Therefore, in the remainder of this paper
we discuss hov digital multimedia optical storage technology can be employed in various ways to
develop and distribute CALL resources and, in so doing, improve the quality of the training
experience to which students are exposed. The paper describes two ongoing research and
development projects which involve the teaching of French; some possible future directions of
development for CALL are also outlined.
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THE CALSA PROJECT

Early in 1989 the Learning Technology Unit of the United Kingdom's Training Agency (as
it was then called) issued a call for research and development proposals relating to the application
of leading edge technology to learning and training. In response to this, the University of Teesside
put forward a project proposal which involved exploring the potential of interactive multimedia and
hypermedia CALL techniques to the problems of computer assisted (foreign) language study and
acquisition. The major objective of the project (which became known as the CALSA project) was
the creation of a language learning environment capable of providing for the needs of a variety of
potential students both inside and outside higher education (Ingraham and Emery, 1991).

One of the long-term objectives of the CALSA project was to develop CALL resources to
support the study of each of the European languages by 'native' English speaking students.
However, because of the timescale of the present funding emphasis is currently being given to just
one language - French. Twenty modules are being produced; each one contains four one-hour
interactive multimedia units and an optional small group/tutor-based session. Some non-computer-
based audio, video and paper-based materials may also be available. The pedagogic resources that
are being developed are all based upon the 'communicative competence' model of language
acquisition; that is, instilling in students the basic skills needed to communicate with and understand
a foreign language within the functional context of professional and industrial life.

The overall structure of the courseware system to facilitate the interactive practice sessions
referred to above is illustrated schematically in figure 1 (Ingraham and Emery, 1991). The system
is based upon a 'book' metaphor similar to that described by Barker (1991). However, this model
greatly extends and enhances the basic book metaphor in many interesting and important ways. It
does this through the introduction of di fferent types of book to support different language functions
- for example, lesson books, a grammar book, a pronunciation book, a talking dictionary, and so on.
The courseware itself is written in an authoring environment called ToolBook for delivery within
an IBM PC environment which is capable of supporting Microsoft's Windows 3 graphical user
interface (Fox, 1990).

An important aspect of the workstations that are used to develop and deliver the CALL
resources referred to above is their speed; handling capabilities. High-quality digital multilingual
sound can be delivered to students who can subsequently use the speech input and output facilities
to practise their own pronunciation of phrases and sentences. In the workstations that will ultimately
make up the interactive learning environments that students use the digital sound (along with the
other courseware resources) will all be stored on CD-ROM.

THE INTERACTIVE LANGUAGE LEARNING PROJECT

Running in parallel with the CALSA project is a second interactive language learning project
(ILLP) which is also funded by the Department of Environment's Learning Technology Unit. This
project (which complements the CALSA Project ) commenced in late 1991; its intent is to investigate
and evaluate the potential of various digital optical storage technologies (based upon CD-RrAl) for
the dissemination and delivery of CALL resources. This project is being run in conjuncnon with
the UK's National Council for Educational Technology (NCET).

CD-ROM offers a high capacity integrated storage medium for the storage and dissemination
of learning resources for use in many learning situations. This technology is particularly useful for
the support of distance learning, open learning, and use in the home. Conventional CD-ROM allows
the storage of significant quantities of text, multilingual sound, high quality pictures and cartoon
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Figure 1. Application of the electronic book metaphor to interactive language learning

animation. Extensions to the basic CD-ROM facility enable TV quality motion video pictures to
be utilised. This project is intended to explore the ways in which these digital resources fan be used
for the creation of interactive learning environments to facilitate foreign language acquisition and
study.

Currently, there are five basic approaches to using digital optical storage media on a low-cost
PC: (1 ) applications of conventional CD-ROM; (2) use of CD-ROM extended architecture (CD-
ROM XA); (3) use of Commodore' s Dynamic Total Vision system (CDTV); (4) applications of CD-
I (compact disc interactive); and (5 ) use of digital video interactive (DVI ). At the onset of the project
we thought that the latter two technologies were not sufficiently widespread within schools and
colleges to warrant their use within this project. We therefore chose to explore the potential of
conventional CD-ROM, CDTV and CD-ROM XA because equipment to support these technologies
could be purchased commercially at relatively low cost.
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The major advantages of using CD-ROM technology for instructional systems stem from the
potential portability that this medium offers and the low-cost development and delivery stations that
can be produced based on existing computer workstations (CD-ROM and CD-ROM XA) or
equipmer. that is available in the consumer marketplace (CDTV).

Bearing in mind what was said above, the major objectives of this project were: (1) to create
three demonstrator systems that could be used to compare the relative merits of CD-ROM, CDTV
and CD-ROM XA as media for the storage and distribution of interactive instructional material; and
(2) to evaluate the potential utility of these technologies for the delivery of instructional materials
related to the teaching of foreign languages - particular emphasis being given to French.

Unfortunately, after the project commenced and got underway we realised that the amount of
development effort that was needed to produce three evaluation platforms was far in excess of what
was realistically available to us. The objectives of the project were therefore re-written so as to
require the creation of just two delivery platforms. One of these (as before) would use basic CD-
ROM to deliver interactive text, digital sound and high quality static pictures. The other platform
would also deliver these materials and, in addition, it would also include a number of motion video
clips that were to be delivered using Intel's ActionMedia DVI boards.

In order to realise the newly defined objectives we prepared a 30 minute instructional unit
based upon a series of situation scenario§ (Pollard and Yazdani, 1991). The courseware for this
experimental lesson was developed using Authorware Professional (running within a Windows 3.1
environment) for delivery using IBM PC compatible machines that utilised Intel 80486 processors.
When the courseware was complete it was published on CD-ROM fi fty copies of each of two master
discs were produced. These were then evaluated in a number of schools and colleges.

The evaluation phase of this project had two main objectives. First of all we wanted to try and
measure skill acquisition across the four generic language skills: speaking; reading; listening and
writing. It was intended that learner skill acquisition using the two platforms should be compared
to that of a control group which received normal teaching with conventional materials. Data
gathering on this was undertaken by a post-test constructed to examine mastery of the courseware
content. The second objective was to compare the platforms against each other, and measurements
here were to include: usability of the system; attitudes and motivation; individual or group work
preferences, learning styles and feedback on the role of the tutor. The basic techniques used for these
measurements included: observations; interviews and questionnaires - that were refined as a result
of a pilot study. The second evaluation objective meant that in the trialling, groups of learners had
to have access to each hardware platform after completing the post-test following their work on one
of the systems (basic CD-ROM or DVI. As resources of people and time were strictly limited on
the project, trialling the systems took place in only three centres. These included a polytechnic or
college of higher education wii post-18 students, a further education college (or a sixth form
college) with students in the 16-19 age range, and a group of adults on a company language training
programme. It was assumed that learner entry competence approximated to levels 6 or 7 of the
National Curriculum Key Stage 4 in French (that is, people who had obtained the equivalent of a
grade C at GCSE). The material was therefore not aimed at ab initio learners, but at students wishing
to continue with their language studies either for interest as part of a core entitlement, or for
vocational/academic purposes.

Unfortunately, the timetable of the project only allowed for the trialling centres to have the
systems for a couple of weeks each, during which time the basic unit of work had to be covered,
observations made, questionnaires filled in, the post-test completed and interviews conducted.
Some of the key questions to which we were seeking answers were: does the courseware presented
on these systems allow greaterskill acquisition faster than the materials presented in the normal way;
was there more of a pay off in one of the language skills than in the others; do the technologies and
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the material facilitate group interaction or individual study; what are the attractive features of the
media; what are the preferred learning styles; was there a difference in usability between the three
platforms; was there an increase in motivation; and what was the role of the tutor using interactive
technologies with the groups of learners?

FUTURE DIRECTIONS

Situation scenarios of the type used in the ILLP courseware described above offera powerful
mechanism for implementing the communicative competence model for langauge acquisition and
study. However, as with all 'conventional' simulation environments the effectiveness of learning
is always influenced to some degree or another by the level of realism that can be created. For this
reason we are now looking for ways and means of substantially improving the degree of realism that
we can create within our situation scenarios for language learning. With this end in view we Irwe
recently been exploring the potential of artificial and virtual reality (cyberspace) systems (Krueger,
1991; Helsell and Paris Roth, 1991).

Cyberspace systems provide a mechanism by which instructional designers can create
'artificial' (computer-generated), time variant, three-dimensional worlds. Within these worlds
learners become active participants interacting (in real-time) with other objects by means of speech,
touch and gestures. Ideally, from the point of view of language teaching, the quality of experience
encountered in a cyberspace environment will be indistinguishable from those experienced in real
environments such as a cafe, a pub, a library or a railway station. The only difference will be that
the cyberspace environments will be computer-generated from blue-prints that `aave been laid down
by instructional designers. Such systems, although costly to build at present, will have many
important roles to play in interactive language learning in the future.

CONCLUSION

The design of computer-based interactive learning environments to support foreign language
acquisition and study places considerable demands on designers of instructional systems. Indeed,
until recently the design, production and delivery of CALL resources has been severely hampered
by many technical barriers. However, the advent of low-cost interactive workstations which
incorporate digital optical storage facilities now makes available many new approaches io language
instruction using CALL techniques. This paper has described two ongoing projects in which weare
currently involved. The intent of each project, at their outset, was to investigate ways of improving
the quality of the CALL experiences to which students could be exposed through the use of
interactive multimedia and hypermedia techniques.

Obviously, the use of these techniques within CALL environments has led to a substantial
improvement in the quality of 1 inguistic experience that can be achieved within automated language
instruction systems. However, there are still many problems to be solved if we wish to improve the
quality of the simulated environments to which students are exposed. In this context cyberspace
technology has much to offei
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The Evaluation of Multimedia Courseware

Philip Barker, Susan Gil ler, Stephen Richards and Terry King
Interactive Systems Research Group,

School of Computing and Mathematics. University of Teesside, Cleveland, UK

The successful utilisation of interactive computer-based technologies within education
depends critically upon the design of appropriate learning environments and the esthblishment of
the infra-structures that are necessary to facilitate their use. An interactive learning environment
is one in which either individual or group learning processes are strongly influenced by the nature
of the real-time feedback that is obtained from the learning environment itself (Barker, 1990; 1993).
Such environments can vary quite enormously in complexity from simple drill and practice (on
a microcomputer) through computer supported cooperative learning (using computer networks) to
virtual reality environments (based upon the use of sophisticated cyberspace decks).

Most conventional interactive multimedia learning environments depend upon two basic
types of resource for their effective and efficient utilisation. First, a suitably designed workstation
facility which allows students to interact (both with each other and with the embedded learning
resources). Second, the availability of appropriate multimedia courseware products that are able to
utilise the workstation resources in the most appropriate way. Each of these issues is further
discussed below.

Multimedia Workstation Environments

The workstation environment needed to support the use of multimedia courseware requires
six basic types of component: (1) a low-cost, high-speed computational ability; (2) a high-resolution
screen to facilitate the display of both static and dynamic pictures and the use of multi-font text of
various types; (3) appropriate interaction devices (such as a mouse, touch-sensitive screen, tracker-
ball or roller controller) to enable users to perform on-screen pointing operations; (4) large-capacity,
fast-access storage devices such as those based upon optical disc; (5) facilities for acquiring, storing,
processing and generating sound; and (6) suitable connections to local-area and wide-area
communications networks. Within Europe we are attempting (through the European Community's
DELTA project) to identify the most effective way of using these components to produce a
multimedia interactive computer environment for educational purposes. The architecture that is
being developed is called the 'common training architecture' (CTA).

Undoubtedly, the majority of computer workstations available today fulfil most of the
requirements listed above. Indeed, as we move into the mid-90s we are seeing the development of
truly multimedia computers. That is, computers which can support the use of text, static pictures,
moving pictures of various sorts, sound and a variety of different styles of human-computer
interaction. Such computers therefore have the ability to acquire, store, process, distribute and
deliver various types of interactive multimedia information. From the point of view of courseware
design this is extremely important since it provides designers with the abilityto mix such information
in a multitude of different ways and to use those 'media mixes' that are most appropriate to the needs
of particular learning applications.
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Multimedia Courseware

Much of the early courseware used for computer-assisted learning (C AL) and computer-based
training (CBT) depended primarily upon the use of linearly organised screen-based text for the
delivery of instructional material (Dean and Whitlock, 1992). However, as the ability to incorporate
sound effects and graphics became available, so courseware took on a more multimedia nature
(Barker, 1989). In this paper we use the term multimedia to refer to the ability to combine (within
a given application) multiple channels of communication within a single distribution or delivery
medium - such as magnetic or optical disc. Multimedia courseware must therefore employ two or
more communication channels (either together or in sequence) and use these in appropriate ways
in order to achieve its pedagogic objectives. As we have suggested above, the basic channels with
which we are concerned may be of a textual, sonic, graphic or haptic nature.

Of course, in some learning or training situations it might be necessary to use several different
and distinct delivery media (such as a paper workbook and a computer screen) in either a
simultaneous or a sequential way in order to achieve particular types of learning objective. We use
the term 'polymedia courseware' to describe instructional resources of this type in which several
different kinds of information delivery medium are used within a given learning or training
application.

As well as giving interactive courseware a multimedia character, the workstation develop-
ments described in the previous section have also made it possible to interlink instructional materials
in a varieiy of sophisticated ways. This interlinking enables it to be accessed and delivered using
many different non-linear approaches. Because of the various advantages that are claimed for the
use of hypertext and hypermedia, courseware for many learning applications is increasingly
employing hypermedia techniques.

Naturally, the use of multiple channels of communication (on single or multiple media and
using either a linear or a non-linear organisation) implies the need for considerable care with respect
to the way in which these channels are employed. For example, it is important to consider such issues
as synchronicity, continuity, cohesiveness, reinforcement and appropriateness. As we shall discuss
later in this paper, design guidelines for using multimedia and hypermedia methods within
courseware are therefore an important requirement. In order to obtain these guidelines effective
methods of evaluating multimedia courseware must be devised and applied in both a formative and
summative fashion. In this paper we describe some of the approaches that we have been using to
evaluate and assess multimedia courseware resources that have been produced by the various
projects upon which we are working.

COURSEWARE EVALUATION

The evaluation of interactive multimedia courseware can involve a range of different
'dimensions of interest'. Typical dimensions along which courseware may be evaluated include:
learning effectiveness; cost effectiveness; interactivity; interaction styles; synchronicity; continu-
ity, cohesiveness; interface quality; ease-of-use; availability; ease-of-access; the quality oflearning
experiences involved; level of embedded intelligence; the effectiveness of media utilisation; the
nature and level of ancillary support needed to use the product; the complexity of the delivery
environment needed to support the courseware; and so on. Because of the multi-dimensional nature
of courseware evaluation it is often appropriate to 'weight' individual dimensions according to the
perceived needs of the evaluation task.

Because of the importance of courseware evaluation many different assessment tools and
methods have been described in the literature. Whhin these, various approaches are used as
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instruments of evaluation - such as checklists, questionnaires, structured interview schemes, pre-test
and post-test strategies, and so on. Some typical examples of evaluation procedures include the
MEDA Tool (Machelland Saunders, 1991), those documented by Bonekamp (1991) in the ECOSET
project (which is a part of the European Community's DELTA initiative), the methodology of
Ravden and Johnson (1989) and the '3G' approach described by Collis (1991) for the evaluation of
electronic books. In the work that we have undertaken we have employed a variety of approaches
based upon the questionnaire method and pre-testing/post-testing experiments.

In the remainder of this section we describe four evaluation projects that we have been
conducting - the intent of which is to assess the quality of various types of interactive multimedia
courseware (al ong parti cul ar dimensions of interest). The various projects investigate: conventional
electronic books; hypermedia electronic books; resources for interactive language learning; and
learning design for interactive compaci disc.

Electronic Books

Electronic Books offer an important mechanism for the storage and delivery of substantial
volumes of multimedia information - particularly, if they are published on compact disc read-only-
memory (CD-ROM). Of course, they can also be used as an adjunct to conventional CAL and CBT
and so can embed various types of multimedia courseware. For some time we have been interested
in using electronic books as an aid to support various approaches to open and distance learning by
means of 'telemedia books' and electronic performance support systems (Oilier, 1992; Barker and
Banerji, 1993).

Our 'Electronic Book Project' (which has now been running for over two years) was set up
in order to explore, investigate and evaluate various types of electronic book with a view to
formulating a set of design guidelines which authors and producers could use in order to produce
successful electronic book productions. Two basic research strands have been pursued. First, the
use of various controlled evaluations of a number of existing commercially available electronic
books. Second, the design, production and controlled evaluation of three in-house electronic book
productions. The evaluation metric and methodology that was used in each of the two types of
evaluative study was identical.

Ther9.ajority of commercial electronic books that were evaluated were published on CD-ROM
although softie were distributed on magnetic disc (as native systems or in compressed format). The
publications that were examined included: Hypertext Hands-On; the Grolier Encyclopedia;
Compton's Multimedia Encyclopedia; the Oxford Textbook of Medicine on CD-ROM; The
Complete Works of Shakespeare; Sherlock Holmes on Disc; World Atlas; the Nimbus Music
Catalogue; Multimedia Mammals; and Multimedia Birds of America. The three in-house
productions involved the creation of: a static picture book with audio narrations (for language
teaching); an electronic book for early learners (based upon the use ofhypermedia); and an electronic
textbook on screen design for CBT.

The evaluation studies produced many interesting results from which were derived some
valuable design guidelines for electronic book production.

Hypermedia Electronic Books

Traditionally, the majority of electronic books (similar to most of those described above)
provide linear access to stored information. Of course, such books can also usually support both
direct and branching access through the provision of appropriate search facilities. In contrast to the
linear approach, hypermedia electronic books provide access to multimedia resources that are
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organised in the form of network information structures. Links embedded within information items
allow users to follow pathways through the linked material. In this way, they are able to follow up
ideas or items of interest in much the same way as one might follow a train of thought.

Our work with hypermedia books involves assessing the impact of employing the hypermedia
paradigm within multimedia electronic book environments ( Richards, 1992; Barker, 1992). Parallel
electronic book applications employing hypermedia and traditional delivery strategies have been
developed. These systems have involved embedding hotspots in both textual and graphical
information. Up to twenty hotspots are embedded in each of the information nodes within the
information space through which users can navigate. Additional navigation facilities consistent with
the book metaphor are also provided. These include: page turning; a table of contents; use of an
index; the incorporation of page numbers; and so on.

Evaluations are being conducted which involve applying suitably designed assessment
metrics in order to quantify and compare users' responses when undertaking various types of
information access task. We are particularly interested in the impact that hypermedia techniques
might have when students use our electronic books as either reading or reference resources. Both
qualitative views and quantitative performance data are being collected.

Subjects undertaking the evaluation experiments (that are designed to assess their perform-
ance on reading tasks) are required to take both a pre-test and a post-test. These allow an assessment
of the subjects' initial knowledge to be made and compared with the levels of knowledge displayed
in the post-test. A comparison between the performance of subjects who use the hypermedia system
and the performance of those who use the traditional electronic book system is now being made.

In order to assess the usefulness of hypermedia techniques in the context of using electronic
reference resources another set of experiments was designed. These are based upon giving subjects
a number of information retrieval tasks involving the use of the parallel information delivery
environments for looking up specific items of information. Both the time taken and the accuracy
of the retrieved information are being monitored and assessed.

In both the reading and reference evaluations (outlined above) subjects are also being given
a qualitative evaluation questionnaire in which they can express their views about the experiments
in which they have participated. The questionnaires are de .:^ned in a way which will enable us to
assess users' reactions towards the traditional and hyperm( lelivery strategies.

The results of the evaluations are providing a valuable profile of the potential impact of
hypermedia information access and the types of task to which it might be most suited within the
context of electronic book design.

Interactive Language Learning

Over the last two decades computer-assisted language learning (CALL) has h'i'. considerable
success with respect to many aspects of language teaching (Ingraham and Emery, 199 I ). Obviously,
the teaching of languages is a participative, multimedia activity requiring (at the very least) the use
of sound and text. We anticipate therefore that the quality of CALL experiences available for
students can be substantially improved as facilities for handling sound and pictures become available
( Fox , 1992 ). Important techniques that need to be considered include: the use of CD-ROM for storing
and delivering courseware; the application of low-cost sound-boards; the appropriate use of reactive
static graphical images; and the inclusion of digital motion video - in situations where it is necessary
and/or appropriate.

Like many other academic organisations we have been extremely interested in the use of
CALL methods for the teaching of foreign languages. Indeed, we have recently become involved
in two complementary research and development projects called 'CALSA' and 'ILLP'. CALSA is
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an acronym for 'Computer Aided Language Study and Acquisition'; it is a project that uses the latest
developments in computing and information technologies in order to develop substantial volumes
of CALL resources for the teaching of European languages (Ingraham and Emery, 1991). Naturally,
CD-ROM and interactive video are used extensively in this project because of the very high quality
of sound and images that can be stored and retrieved from these media.

Our 'Interactive Language Learning Project' (ILLP) is designed to assess the relative merits
of some of the currently available digital optical storage media for use in interactive CALL delivery
platforms (Barker et al, 1992). A range of possibilities exist: basic CD-ROM; DVI; CDTV; CD-1;
CD-IV; CD-ROM XA; CD+G; and so on. In our ILLP evaluation study we have selected the first
two of these for assessment (basic CD-ROM and DVI). A short, 'standard' piece of language
instruction was desig led for the evaluation experiments which involved native English speakers;
French was selected as the target language. The lesson is of a multimedia nature - relyitig on the
use of text, sound and pictures and was produced for delivery using each of the selected delivery
technologies (each technology being used to its maximum capability). Two CD-ROM discs were
fabricated. These have been trialled and the lessons evaluated using both questionnaire methods
and pre-testing and post-testing experiments. The latter were run in conjunction with a control group
that was taught using conventional approaches to language learning.

Integrating Learning Design in Interactive CD

Through its DELTA programme the European Commission iF currently funding twenty-two
major research and development projects. These projects cover a range oftechnical and educational
issues relating to the application of advanced information processing technologies to the problems
of creating effective and efficient distance and open learning environments based upon the use of
interactive computer systems. One of these projects (in which we are involved) is intended to
examine the Integration of Learning Design in Interactive Compact Disc (ILDIC).

The two major objectives of the ILDIC project are: (1) to develop and evaluate models of
learning on interactive multimedia in order to build prototypes in hypermedia and 'bridge format'
for compact disc (CD); and (2) to produce standards for the design and authoring of learning
applications on interactive CD that meet the specifications laid down by the common training
architecture that has been proposed within other DELTA projects.

The ILDIC project (which involves partners in the UK, Greece and Denmark) contains a
number of basic research strands (evaluation, synthesis, design, and implementation). The str2nd
in which we have been working involves the evaluation of a range of currently available interacti ve
courseware products (King and Barker, 1992). The particular products that are of interest to us are
multimedia systems that utilise compact disc as a dissemination and delivery medium. In the work
that we have undertaken we have employed an enhanced version of a 'questionnaire' method
previously used by Giller for the evaluation of electronic books that have been published on compact
disc (see above).

Using Giller's basic 'electronic book' approach, we have designed and tested an appropriate
evaluation metric and methodology for the dimensions of interest which are of primary concern to
us. Essentially, this summative evaluation procedure is based on the use of 'prompt questions' which
an evaluator administers alone, to individuals or to groups of users who have been invited to assess
particular courseware products. The results obtained from individual product assessments are then
collated and analysed with a view to identifying the outstanding features of particular products and/
or their major limitations.

The evaluation methodology has been applied to 35 commercially available products that
cover a range ofdelivery media such as basic CD-ROM, CDTV, DVI and CD-I. Taken together these
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products represent an extremely wide spectrum of approaches to the provision ofinteractive learning
resources that involve a very rich repertoire of pedagogic methods. Typical learning methods
involved in these products include: games; simulations; role playing; tutorial approaches; encyclo-
pedia access and exploration; and conventional computer-based training.

The evaluations that have been conducted within the ILDIC project have provided us with a
range of useful results which have enabled us to gain considerable insight into the nature of successful
design for learning and training products that are based upon the use of interactive compact disc.

CONCLUSION

Interactive multimedia courseware can take a variety of di fferent forms and can embed a wide
range of pedagogic mechanisms. Consequently, courseware can be used to perform a multitude of
educational functions ranging from the generation of awareness through record keeping to skill
development and enhancement. Because the intent of courseware is to teach and develop skills it
is important that suitable evaluation methods should exist in order to assess to what extent, if at all,
these objectives are being realised. As we have established in this paper, evaluation is a multi-faceted
activity. It can be undertaken with respect to many different dimensions. In order to keep the
evaluation task manageable. those involved in the design and implementation of evaluation
experiments may have to identify the most important dimensions of concern and ignore those which
are of less importance. Of course, in order to perform cross-product comparisons some form of
weighting algorithm may need to be imposed in order to make the results meaningful.

The pedagogic dimensions of courseware evaluation are of paramount importance because
unless interactive multimedia instructional software has some educational value there is little point
in using it. However, as well as being pedagogically effective, courseware must also be relatively
easy to use and, whenever possible, it should create an enjoyable and motivating learning experience
for its users. These latter requirements can usually be achieved through the incorporation of
appropriate human factors considerati ins when the courseware is designed.

In the work that we have undertaken (as outlined in the four case studies presented in this paper)
we have attempted to develop a multi-faceted courseware evaluation methodology that will enable
us to assess the quality of both: (I) the interactive multimedia courseware that we have been
producing; and (2) that which is available commercially. The results that we have achieved to date
indicate that the evaluation methodology is sound and gives a reasonable indication of courseware
quality with respect to the particular dimensions of interest that are of importance within any given
situation.
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Introduction

Until recently, the majority of the computer-based training (CBT) programs concentrated on
the visual presentation mode to the exclusion of the auditory mode because of hardware
constraints. In fact, many textbook authors that purported to teach the design and development ofCBT and multimedia failed to even mention the auditory channel and certainly did not focus on itspotential.

The advent of the Macintosh computer with audio capability and availability of moderate
cost, good quality digital audio cards for MS-DOS computers have enabled trainers and educators
to realize the potential of random access audio for CBT and multimedia. Access to the audio
segments is rapid, and the amount of information stored can be very large. Control of the audio
files through computer softwarc programs is precise and reliable.

Another major advantage of digital audio is its flexibility. New dialogue can be recorded,
digitized, and inserted into an existing program easily, providing much greater program longevity.
With just a few changes to the script anda few minutes with an audio editor, a new audio file canreplace an old one, providing necessary revisions and updates to software.

There are, however, few guidelirms for instructional designers to follow with incorporating
audio into computer-based lessons. In the past, research studies investigated the potential incregie
in learning performance based on a multichannel delivery; however, few studies existed that
correlated multichannel effectiveness and redundancy levels of computer-based programs. A
previous study by the author indicated that there was no statistical difference in achievement
(immediate recall) between a text-based tutorial program and a combination of text/audio program.There was, however, a significant difference in the delivery time required for the lessons (Barron
& Kysilka, 1992). Based on these initial findings, a study was designed to further investigate
possible relationships between various levels of audio and textual redundancy on student
achievement, retention, and time.

Research Questions

The study presented in this proposal was designed to provide answers to the following
questions:

Does the amount of textual redundancy in audio-based multimedia produce a
statistically significance increase in learning performance?
Does the amount of textual redundancy in audio-based multimedia produce a
statistically significance increase in retention?
Does the instructional time required to complete an audio-based lesson vary in
relation to textual redundancy?
Does the amount of textual redundancy affect students' perceptions of the lesson?
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Review of the Literature

Multichannel redundancy has been studied for many years, primarily using the

television and videotape media. Little research, however, is available that investigates the

effects of redundancy between text and audio on learners' achievement levels in computer-

based training or multimedia instruction. An underlying assumption, when adding an

additional channel of media to transmit amessage, has often been that utilization of

additional channels will effectively increase the amount of communication and the amount

of learning. Reviews of research in this area, however, indicated that studies in

multichannel communication resulted in mixed and contradictory findings (Jasper, 1991).

Reasons cited for the controversy included poor sampling techniques, weak designs, lack of

randomization, test channel bias, and variations in the definition of "redundancy."

The cue summation theory predicts that learning increases as the number of available

cues or stimuli are increased (Severin, 1967). A proponent of this theory and multiple

channel presentation, Hartman (1961) evaluated several studies with regard to simultaneous

audio-print and print. Seven studies supported simultaneous presentation. Hartman

concluded that "it is apparent that a simultaneous audio-print presentation is more effective

than either audio or print alone when the information simultaneously presented is

redundant" (p. 244). A more recent study by Nugent (1982) supported these findings.

Another theory that has been hypothesized (Travers, 1964) is based on an assumption

by Broadbent (1958) that there is a single channel linking senses to the central nervous

system. If this were the case, there would be little or no advantage to communication

through two channels. Studies by Barton and Dwyer (1987) and Muraida & Spector (1992)

found little or no difference in achievement levels based on multiple channel deliveries.

Due to the controversy of the research, there are few instructional design guidelines for

the optimal relationship between text and audio in CBT and multimedia. For example,

even if audio is chosen as a the primary delivery medium, to what degree should redundant

text be incorporated for effective instruction? Designers must decide if text is essential,

and, if so, whether the text should mirror the audio information or be condensed to bullets.

Few of the studies found in the literature review had specifically evaluated redundancy

factors associated with the integration of audio into computer-based programs.

Methods and Data Source

This study was conducted at the University of South Florida, Tampa, Florida, during the

Summer semester 1992. The population consisted of students enrolled in EME 4402, Computers

in Education, in the College of Education. The sample was constructed on the basis of 100

randomly assigned undergraduate students.
Basic instruction used in this study consisted of a computer-based lesson on Compact Disc-

Read Only Memory (CD-ROM) technology (i3arron, 1992), In order to provide three treatment

programs necessary for this study, the CD-ROM Tutorial was developed in three alternate

designs:

I. An audio-based version with total textual redundancythe audio iF word for word, the

same as the instructional text on the screen.

2. An audio-based version in which the audio and graphics are the same as version #1, but

the visual text of #1 is reduced to bulleted items, rather than full text.

3. An audio-based version in which the audio and graphics are the same as version #1 and

#2, but there is no visual text.
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Subjects were randomly assigned to an experimental group. The three groups were pretested
on the dependent variable--herein, achievement scores. There was no time limit to complete the
lesson. Each treatment group was provided with an identical verbal introduction and computer-
based overview of system usage. For delivery of all versions, headphones were worn by students
to eliminate interference or overlap between treatments. Within the computer program, records
were kept of the time each student started and the time he/she finished the tutorial.

Following the completion of the independent variable (one of the three audio- based
programs), an achievement-based posuest was administered to all groups. Immediately following
treatments, a post-experiment perception questionnaire was also conducted. In addition, a parallel
achievement-based retention test was administered 3 weeks following the treatments.

The analyses incorporated one-way ANOVAs and a Repeated Measures MANOVA. The onc-
way ANOVAs were based on treatment groups (full text, partial text, or no text) as the predictor
variable and time, pretest scores, posttest scores, and retention scores as the criterion variables.
Tukey-b was used to analyze separate group differences when significant. The repeated measures
MANOVA compared the changes of pretest scores, posttest scores, and retention scores over
time. The level of significance for the analyses was set at .05.

Data Analysis

Achievement
Results of pretest, posttest, and retention tests indicated that all three treatments were

instructionally very effective. Data for all three treatments increased significantly between the
etest and the posttest and then decreased significantly from the posttest to the retention test.

All analyses exceeded the .001 level of significance (see Table 1).

TABLE I
REPEATED MEASURES MANOVA FOR

PRETEST, POS1TEST, RETENTION TEST SCORES

TREATMENT TEST N. MEAN 5_12

Full Pretest 39 12.56 3.65 37 189.20*

Text Posttest 39 24.54 2.88

Retention 39 17.92 6.99

Partial Pretest 30 13.07 2.73 28 158.04*

Text Posttest 30 24.47 2.98

Retention 30 18.86 4.89

No Pretest 32 12.81 2.60 30 174.66*

Text Posttest 32 23.81 3.44

Retention 32 18.44 5.81

* p<.001

41



In order to ascertain that the three treatment groups were equal at the beginning of the
experiment, a one-way analysis of variance (ANOVA) was performed on the pretest means. Table
2 contains a summary of the analysis between the three treatment groups.

TABLE 2
SUMMARY TABLE OF ANALYSIS OF

VARIANCE ON PRETEST BY TREATMENT

SOURCE SUM OF SQUARES di MEAN SQUARE E-RATIO

Between

Within

Total

4.302

932.331

936.634

2

98

100

2.1511

9.5136

.2261 .798

The results of the ANOVA on the pretest means indicates that the three groups did not differ
significantly at the beginning of the experiment. ANOVAs were conducted on the posttest and
retention test measures also (see Table 3 and 4).

TABLE 3
SUMMARY TABLE OF ANALYSIS OF

VARIANCE ON POSTTEST BY TREATMENT

SOURCE SUM OF SQUARES a MEAN SQUARE F-RATIO

Between

Within

Total

10.6393

940.0340

950.6733

2

98

100

5.3196

9.5922

.5546 .5761

TABLE 4
SUMMARY TABLE OF ANALYSIS OF

VARIANCE ON RETENTION TEST BY TREATMENT

SOURCE SUM OF SQUARES a MEAN SQUARE F-RATIO

Between

Within

Total

15.3346

3600.111

3615.446

2

98

100

7.6673

36.736

.2087 .8120

The results of the two tests indicate that the mean scores do not differ significantly between
groups on either the posttest or retention test due to the treatment.

.:N5 4
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Time
The question pertaining to the effect of treatment on time was tested using a one-way

analysis of variance with three treatments. The criterion variable used to assess completion time
was the number of seconds each student required to complete all portions of the comnuter tutorial.
Variables were written into the computer program to track the amount of time from objective
screen to the exit screen. Students were not allowed to exit until all segments were complete.

TABLE 5
MEANS AND STANDARD DEVIATIONS FOR TIME (SECONDS)

FULL 1220.00 208.78 39.00

PARTIAL 1224.10 222.36 30.00

NONE 1227.88 193.03 32.00

The results of the ANOVA measured by the completion times indicated mean scores did not
differ significantly between treatment groups due to the amount of text in the delivery medium.
Table 5 contains means and standard deviations of the completion times for each treatment,and
Table 6 summarizes the one-way analysis of variance.

TABLE 6
SUMMARY TABLE FOR ANOVA ON TIME BY TREATMENT

SOURCE SUM OF SQUARES tif MEAN SQUARE F-RATIO

Between

Within

Total

311.1267

4245404.2

4245715.3

2

98

100

155.5634

43320.451

.0036 .9964

Perception
A 20-item perception questionnaire was included as a post-experiment instrument. This was

administered immediately after the posttest. Table 7 includes the frequency per treatment for each

item included on the questionnaire.
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TABLE 7
FREQUENCY OF PERCEPTION RESPONSES (AGREE/DISAGREE)

FULL

QUESTION A

PARTIAL NONE

D A D A D

I felt I could work at my own pace. 38 0 28 0 30 2

Hardware made it difficult to concentrate. 1 36 2 26 1 31

I enjoyed using the program. 36 2 27 1 30 1

I had trouble using the mouse. 7 31 1 27 5 27

It gave clear explanations of the material. 38 0 28 0 31 1

I enjoyed being able to hear the program. 37 1 26 2 31 1

I thought the audio was too slow. 12 26 7 21 2 30

The program made good use of examples. 38 0 27 1 30 2

The directions were easy to follow. 38 0 28 0 32 0

I would rather have had a lecture.. 2 36 0 28 0 32

I thought the program was too long. 2 36 1 27 3 29

I'd encourage friends to take this lesson . 35 3 25 3 29 3

The Macintosh computer was easy to use. 38 0 27 1 31 1

The earphones were uncomfortable. 12 25 10 18 11 21

The audio was easy to understand. 37 1 27 1 30 2

I would prefer a program with no sound. 2 35 2 26 4 28

I do not like to read. 3 35 6 22 2 30

The program was boring. 1 36 0 28 2 30

I'd like to take another program like this. 35 3 28 0 27 5

Computer programs make me nervous. 8 29 6 22 7 27

Based on this questionnaire, the overall reaction to the CD-ROM tutorial program was
extremely positive. For example, 86% "enjoyed using the program," 89% "would like to take
another program like this," and only 2% "would rather have had a lecture in a classroom."

Five questions on the survey focused on the audio aspect of the programs. Ninety-seven
percent of the students responded that "the audio was easy to understand," and 95% "enjoyed being
able to hear the program." In addition, only 10% agreed that "the audio was too slow," and 13%
"would prefer a program with no sound."

Chi-square analyses were conducted to determine if any student perceptions were significant
in relationship to the three treatments. No tests of independence were significant.

1
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Discussion

The audio-based computer tutorial designed to teach subjects about CD-ROM technology was
quite successful. Pretest means indicated little prior knowledge and posttest means were
significantly higher. Results further indicated that computer-based training with or without audio
and textual redundancy was equally effective. None of the treatment groups demonstrated superior
gains over the other groups. This lack of achievement differential indicates that the reduction of
text in the partial-text/full-audio and no-text versions did not adversely affect achievement gains.

In many cases, the decision to incorporate audio into computer-based training is not driven
by cost alone, but rather by screen real estate. In other words, in many instances, the best
method of incorporating instruction with a complex graphic (such as a Navy sonar display) is to
implement audio. The question has been raised as to whether this decrease in visual text would
adversely affect learning. As indicted in this particular study, the impact is not significant.

There are several possible explanations as to why the level of achievement was unaffected by
the amount of textual redundancy. First of all, this finding could provide support to Broadbent's
theory that redundant multiple inputs do not enhance communication (1958). If indeed, humans
have but one channel of communication to the brain, the addition of completely redundant text
may not increase communication effectiveness.

Another possible explanation is that the interactivity of the computer-based program allowed
students to pace their knowledge acquisition, independent of delivery mode. Several studies in the
past that have demonstrated significant differences based on redundancy levels have been conducted
on linear, program-paced materials (Baggett, 1984; Kozma, 1991). The presentations in the
present study were entirely student paced--subjects could remain on each instructional screen as
long as they desired. They could also replay the audio segments and back up to review previous
instructional screens.

The content of the instructional program for this study was introductory material for the
students. The material was, by design, low cognitive in nature. The majority of the questions
on the pretest, posttest, and retention tests were recall or comprehension oriented. Very few
questions required students to apply, analyze, or evaluate what they had learned. Consequently,
the researchers raise the question about the relationship of content difficulty to media format.
Future research may investigate whether or not more difficult content, designed at higher
cognitive levels, would differentiate among students' achievement levels.

Results of this study also support prior research that demonstrated that subjects with higher
verbal skills do not profit significantly from the addition of audio (Barton & Dwyer, 1987; Main
& Griffiths, 1977). Perhaps students with lower verbal ability and lower reading scores would
have demonstrated a significant difference with regard to redundancy levels.

Additional research questions related to student achievement might include: (a) Whether or
not different content areas (such as grammar, literature, science, mathematics, or language)
presented at various cognitive levels would produce different results; (b) The significance of
implementing audio for poor readers or non-native English speakers; and (c) The relationship
between students' preferred learning modality and the delivery mode.

Credits

This study was conducted through a Faculty Research and Creative Scholarship Award from
the Division of Sponsored Research at the University of South Florida, Tampa, Florida.
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Simulation Training for Electronic Mail Systems

ANN E. BARRON & KAREN IVERS
Instructional Technology Program

University of South Florida, Tampa, FL 33620, USA

Introduction

The use of telecommunications is flourishing in education. Teachers have discovered that they
can easily and inexpensively connect students with their peers in other parts of the country and the
world. Many of the educators communicate through free-access networks, such as Bitnet or Internet.
Other teachers choose to subscribe to one of the commercial educational networks, such as the
AT&T Learning Network or GTE World Classroom. These commercial networks provide a more
structured program than the free-access networks and focus on connecting students for interchanges
that focus on issues of global interest (Barron & Orwig, 1993).

The benefits that telecommunications can offer to education are significant. For example,
telecommunications is an excellent means to teach multicultural awareness. "Indeed, never before
could teams of students, thousands of miles apart, engage in dialogue through which they jointly
construct a model of their respective economics, cultural surrounding, or ecologies, and then
collaboratively test its implications" (Salomon, 1991, p. 43).

Communications skills can also be enhanced through telecommunications. Students from
different schools, nations, or countries can send their compositions for others to read, critique, and
review. Several studies have reported a significant increase in the quality of students' writing with
distant audiences (Cohen & Riel, 1989; Wright, 1991).

Telecommunications also inspires students and teachers and makes learning exciting and
relevant. Studies have found it to be very motivating for students to correspond through
telecommunications with experts who would be inaccessible through other means (Perry, 1984).

Telecommunications in Florida

In 1982, the Florida Legislature established the Florida Information Resource Network (FIRN)
to enable administrators to transmit school records via telecommunications. FIRN is a wide-area
telecommunications network that connects data centers and computer resources at universities,
community colleges, and school districts throughout Florida (Schmid, 1990).

Through FIRN, public educators in Florida have access to a wide variety of computing
resources and services. For example, teachers and students can retrieve information from remote
databases at the state universities, including the online library catalogs and abstracts in the
Educational Resources Information Center (ERIC). Teachers can also download a weekly lesson
guide to NewsWeek magazine or image files of satellite weather. There is no charge for connect
time to FIRN, and local dial-up and/or to1I-free numbers are provided for modem access.

In 1991, the FIRN network was expanded to include a realtime electronic mail system, called
FIRNMAIL. Through FIRNMAIL, educators can send and receive messages and participate in
conferences of common interests. FIRNMAIL accounts are free to all public educators, and students
can obtain access under the supervision of a teacher.
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The Training Need

According to Paul McGinnis of the Florida Information Resource Network, over 6000 educators
in Florida currently possess accounts for FIRNMAIL, yet less than 25% are active users. (An
active user is defined as one who accesses the system at least twice a month.) One of the reasons
for the minimal use is the lack of effective training methods, In the past, users generally learned
how to navigate through the system in one of three ways: (1) By reading the manuals provided by
FIRN, (2) By attending a training session with large-group instruction, or (3) By trial and error.

Although there are several technical training personnel located throughout the state to conduct
training, it is difficult to include hands-on activities in the sessions. The training generally takes
place in schools and very few buildings have more than one or two telephone lines for multiple
access to FIRNMAIL. Most of the training in the past consisted of a demonstration of the
FIRNMAIL system through a computer, modem, and large screen projection unit.

The need for a more effective vehicle to L-ain educators to use electronic mail led to the
development of a computer-based simulation. The simulation was designed to emulate the
PIRNMAIL system without requiring telephone connections or user identification numbers. The
program was also designed to enable educators to access the training on an individual basis at their
own schools or homes.

Design and Development of the FIRNMAIL Simulation

The simulation was made to provide guided practice for the most common functions of
FIRNMAIL. The topics were divided into four major categories, which became the simulation
menu choices. These categories include: (1) Logging in and out of FIRNMAIL, (2) Creating and
Sending Messages, (3) Reading and Deleting Messages, and (4) Indexing Messages. Although
students are encouraged to access the menu selections in sequence, they can choose them in any
order, repeat them if they wish, and exit at any time. Throughout the simulation, ma 'Aim= learner
control is provided with a pulldown menu and course map.

To enhance transfer, the simulation was produced with system screens captured directly from
FIRNMAIL. The program also emulates the keystrokes of the system as closely as possible.
Sound effects are included to simulate the dialing procedure, and visual effects provide realism for
the screen displays.

Pilot Testing and Implementation

The simulation program was completed in January, 1993, and pilot tested at the University of
South Florida. Initial reactions to the program were extremely positive. Comments include:

"It is very user friendly."
"Information on FIRN practical -- thanks."
"I like being able to read and learn at a slow pace."
"Great! Very informative and easy to understand."
"Walks you through the process."
"Fun and easy to use!"
"Very clear -- easy to use and understand."
"User friendly! -- even for elementary!"
"Directions very specific."
"It was very simple and understandable. This is very interesting for a novice
such as I."
"Wonderful way to learn about the program."
"Very clear, very visual realistic."
"Easy to get around."
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Although the program appeared to be well received, an empirical study was designed to test the
effectiveness of the simulation against the alternate instructional strategies.

Review of the Literature

Research on simulations is controversial. Thomas and Hooper (1991) reviewed and categorized
29 simulation studies, most of which indicated no difference in knowledge gained when compared to
other methods of instruction. They did find, however, that simulation groups presented a higher
degree of transfer, citing Mayer (1981) that "the value of ... simulations appears to be greatest
where the material to be learned is foreign to the learner and the goal of the instruction is transfer"
(p. 500).

Other studies are contradictory. Kinzer, Sherwood, and Loofbourrow (1989) conducted a study
where one group of fifth graders acquired knowledge about a food chain by reading an expository
text, while another group of fifth graders used simulation software. The non-computer group
outperformed the computer group on all measures. Woodward, Camine, and Gersten (1988),
however, reported significant differences of p<.01 on basic facts and concepts that were reinforced by
a simulation treatment versus structured teaching alone. Much of the controversy and mixed results
of simulation studies can be attributed to fundamental weaknesses in research design, the multiple
definitions and subcategories of simulations, and the unknown quality of the simulations used
(Thomas & Hooper, 1991; Woodward, Carnine, & Gersten; 1988).

Recommended considerations for the design, purpose, and quality of simulations include the
level of fidelity, face validity, learner control, screen design, menu types, and other design
characteristics (Alessi & Trollip, 1991; Aspillaga, 1991; Garhart, 1991; Milheim, 1991; Reigeluth
& Schwartz, 1989; Ruben & Lederman, 1982; Schuerman & Peck, 1991). Expert analysis and
pilot tests have demonstrated that the FIRNMAIL simulation has a high degree of fidelity, a design
appropriate for the intended audience, a high degree of face validity, maximum learner control,
comprehensible screen designs, accessible menus, and helpful feedback.

Investigation of Effectiveness

In order to test the effectiveness of the FIRNMAIL simulation, a study is being conducted at
the University of South Florida, Tampa, Florida, during the Spring and Summer semesters of 1993.
The population consists of students enrolled in Applications of Technology in Education, a two-
semester hour class required for all undergraduate College of Education majors. The sample is being
built on the basis of randomly selecting a minimum of 60 students.

Purposes of this study are to determine if the simulation strategy is an effective means for
delivering instruction on an electronic mail system for teachers. In order to address this issue,
answers to the following questions are being sought:

Achievement. Does the simulation program produce a statistically significant increase in
knowledge-based achievement when compared to large-group instruction and text-based instruction?

Performance. Does the simulation program produce a statistically significant increase in skill-
based performance when compared to large-group instruction and text-based instructior?

Time. Does the simulation program enable participants to perform common electronic mail
functions in significantly less time than the large-group instruction and text-based instruction?

Perception. Is there a significant and/or practical difference in students' perceptions of
FIRNMAIL with a simulation program when compared to large-group or text-based instruction?
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Methodology

In order to provide three treatment groups necessary for this study, the subjects will receive
instruction on the use of FIRNMAIL via three alternative strategies:

1. FIRNMAIL manual.
2. Instruction via large-group instruction with a "walk-through" of the FIRNMAIL

system via computer projection.
3. Instruction via the FIRNMAIL simulation program.
Subjects will be randomly assigned to experimental groupsthe three different instructional

methods. The three groups will complete a pretest on two dependent variable--achievement scores
and perception of FIRNMAIL. Each treatment group will then be provided with an identical verbal
introduction and FIRNMAIL reference manual.

Following the administration of the independent variable--herein, one of the three instructional
approaches--an achievement-based posttest will be administered to all treatment groups.
Immediately following treatments, a post-experiment perception questionnaire will also be
administered.

Following the posttests, all participants will be provided access to a computer and modem.
They will also be given a temporary FIRNMAIL account and asked to complete a performance
exercise which will include creating, sending, reading, and deleting messages in FIRNMAIL.
Records will be kept to indicate the amount of time required to complete the performance activities
and the accuracy of the performance.

The analyses will employ t-tests and one factor '.nalyses of variance (ANOVA) with three
treatment strategies (reference manual-only, instructor-led, and simulation). Dependent measures
include pretest scores, posttest scores, time required for the performance test, and successful
completion of the performance test. Significant mean differences will be analyzed via separate
follow-up procedures utilizing the Least Significant Difference, when appropriate. In addition,
descriptive findings and Chi-square analyses will be reported for the Student Perception
Questionnaire. The level of significance, in all cases throughout the analyses, will be set at .05.

Summary

The State of Florida offers a free electronic mail system for all public educators. Although
several training efforts are underway, it is difficult to meet the demand on a statewide basis. One
problem associated with training has been the lack of instructional facilities with adequate telephone
lines for online training.

One solution to this training need was the design and development of a computer-based
simulation that could emulate th,r functionality of FIRNMAIL without requiring a telephone and
modem. This simulation enabks groups of users to be trained in a computer lab (without
modems), and it also provides for individualized instruction at remote sites.

The purpose of the study is to compare the effect of a systematically designed simulation
training program with the large-group demonstration. Results of this study will indicate if the
simulation program has a significant effect on overall comprehension. In addition, the performance
test will measure the degree of training transfer into the FIRNMAIL system.

If the results of the study indicate that the simulation program is an effective method for
delivering FIRNMAIL training, similar programs may be produced for system training efforts. In
addition, future endeavors will focus on statewide distribution of the simulation to provide access for
all educators.
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Learning Styles: Interactivity Levels and Path Control
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Some days ago I met a reputable, retired already, professor. Ile commented on computers:

- «Interactivity? Computers are not 'interactive', they can only to be 'reactive'. To be
'interactive' they must be 'intelligent'» -And it was implied that they were not.

In the afternoon, at a panel about Interactive Video Programs for Sciences Instruction at
Higher Education, a german professor told me:

- «I have not seen yet one really inkTactive progranune of Interactive Video».

At night I thought if my work was something that no longer holds. Are the current studies

about Interactive Resources not more but a big fraud?

1 Does it exist the Interactive Video?

Actually, the key is in what is it me.ant by interactivity. Some definitions seem not to be

very exigent: "The point is that interactive lessons require at least the appearance of two-way
communication" (Jonassen, 1989).

Other authors emphasize the active role by student: " . .. it changes the student from passive
observer to active participant" (Anandam and Kelly, 1981). However, as Bosco marks (1989), they

are really speaking of visible activity, because the student is always actively processing the
information, even when he is listening to a lecturer or when he is reading a book.

As the old professor explained so well, the question about interactivity lies in the intelligence

of computers. And for some ones, there is no doubt about this: "For the first time, a genuinely
'thinking' interacting technology, the computer, has become readily available to education"
(Shavelson and Salomon, 1985). This kind of sentence started an interesting discussion with
Kenneth Hawes: "Consider the following list of information teclmologies: the notebook and pen,

the book, the library with its classification system and catalogues... Each of these is also an
interactive technology" (Hawes, 1986). The answer of Shavelson and Salomon is short and clear:

we need to emuncrate important differences between the computer and other technologies and to

examine the ways in which they are likely to affect the user (Shavelson and Salomon, 1986). And

that is the biggest difference, found by Shavel son and Salomon: "Information technologies
communicate with the user via one or more symbol systems"; that is, the ability of computer to

represent the information in different ways, and to switch instantly between other reprcsentations.
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And more: the control over the nature of the symbolic representation and the dynamic nature of
some of these. But, voila, seven years ago they were finding the strong link between
interactivity" and "Multimedia".

As you can see, "Interactivity" can to be a word of uncertain meaning. And we need to offer
our own definition. In this article, we mean by "Interactivity" in a human-machine communication

process the fact that each end of the channel participates sending messages. They are received and

interpreted by the other end, and this affects in some way in the next steps of the dialogue (Figure
1). The machine -the computer- can to run under sophisticated intelligent (?) systems or under
extremely simple programs; that does not mind as the different cognitive level of subject.

Figure 1

Interactive Technology

poxessag ntornation and
generating new Inforrnatbn

Inforation

Infarna4on

prcoessiv 'Narration and
generatng new Information

The way as this communication is developed can be studied by means of qtkalitative methods,

with categorized scales: lower levels should mean a smaller participation by, at least,one of the
two aid of the communication process. In the other side, higher levels should mean a very active
participation of the two ends on channel in the dialogue.

2 Interactivity levels: the machine

Usually, four interactivity levels are considered (I lart, 198-1; Priestman, 1984). These levels

have been defined by the videodisc design and production group at tbe Nebraska I Jniversity: thcyare
a classification of videodisc players according to its interactivity degree. They are:

Level 0: Videodisc players with constant linear velocity

I .evel 1: Videodisc playas with manual control

Level 2: Videodisc players with EPRON1 and microprocessor control.

Level 3: Videodisc players controlled from a oomputer
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Some references to the fourth level design it as a "What more?", that, the other possibilities

not includal before.

These levels were defined according to the technical possibilities of the hardware, not of the

medium. I think that this classification is not relevant from an educational point of view. The
problem is a consequence of a bad interpretation of the Nebraska group work. They tried to prepare

a classification of laserdisc players according to the interactivity features that they included. The

classification was very easy for using and now it is frequently used as reference to interactivity

levels. And this is not the same.
The Nebraska levels study the participation of the machine in this dialogue man-machine: the

more features in the machine, the more interactive communication (figure 2). But it is immediate

that the interactivity is also measured by the participation of the other end of the channel: the

subject, the user.

We would like to remark an additional note: in fact, the active' interactive communication is

not related with the hardware features but with the progrant design: I have used some courses based

in very sophisticated machines but with a very little exploitation of the possibilities of the system.

Figure 2

Interactive Technology

System

Information

Information
precessng donation and processng dortraten and
generatrg new inforrnabon gereratng new tnformaton

Nebraska levels are based in the possibilities
of the system for doing this work

3 Interactivity levels: the user

Aconrding to Salomon conceptions, we can begin assuming a system that supply audiovisual,

iconic and veTbal information (figure 3).

And we can assume that the System is able of locating almost instantly the information to
present. The path control assignation, that is, who decides what infonnation to show, it determines

the interactivity level. Changing the point of view from the machine to the subject we accepting

the previous Interactivity dermition (Anandam and Kelly, 1981) and this Weller text (Weller, 1989)

"...interactivity enables learners to adjust the instruction to oonfonn to their needs and capabilities"

(pg. 42).
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Figure 3

System

Videotape / Videodisc

Computer

Graphics,
Texts

Vkleo

From an evaluative research of educational software (CAI and Intwactive Video programs), we

prepared the next interactivity levels, also named levels of system control by user". The next

figure (Table 1) resumes these levels:

Level 0 Level 00
There is only one path, User ain adopt a passive attitude

the same for every user. Level 01
LINEAR User must to participate actively

answering questions or

participating in other activities

Level 1
There are several paths for different users. The paths have been built by the

author of the programme. The user participates answering quistions or doing

activities; thc programme selects the path according to the behaviour of user.

BRANCHING

Level 2 Level 21
The user selects the information User selmts betweci options of program.

to receive. Level 22
BRANCHING BY MFNUS User can to access to evay information

or package of the progranune, with its

DIRECT ACCESS TO DIFFERENT' suggestions

IN1ORMA11ON PACKAGES Level 23
Direct accas to every information.

Level 3
The user not only selects thc information but also the code or symbols system.
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Level 4
The user selects also the source of information. He/she can access to external

sauces of infoonation.

4 Which is the more adequate level?

This is not an easy question. Certainly, the theoretical conception of learning determines the

answer. From a behaviorist perception, higher levels are a source of uncertain results during the
learning process. By other way, from a cognitive perspective, higher- levels offer more possibilities

and more complex and beneficial lerning contexts.

It seems that different levels are more adequate to different educational aims. It seems also that

we can find a relation with the instmctional level and the age. Other possibility is to consider that
the uscr access to different levels during the programme (figure 4).

Rgure 4

4kLevel

Level 3

Level 2

evel 1

"..."- , -t- ''.'.i Level 0 ,..x
. ._

Some authors prefer without doubt a more active role for the student: the control of user over

the learning strategy is the more efficient approach for the CAL designs (Hartley, 1981). And the

Interactive Video programs must to supply the most amount of information because "the more
information available, the more flexibility to join sequences" (Hosie, 1987, pg. 7). Nievergelt
(1982) remarks that it must to avoid designs with a passive format: it has to be offered the maxim

control of programme to students, as far as possible. The insistence on this aspect is explained

because for some authors the limits of new media related with written texts is caused by the
absence of opportunity for questioning him self, and this is related with the critics about students
without control over the kaming path. (Clark, 1984).

In this context, it was planned a research about interactivity levels at the University of
Barvelona.

5 Interactivity Levels and Learning Styles: The research design

We wanted to study how students with different learning styles perceived interactive video

programs, according to different interactive levels as they have been desaibed here (see table I).

Two versions of the same self-leaming programme (Interactive Video) were distributcd to
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students Educational Technology, at the University of Barcelona. Students used freely different

Interactive Video systcms, in Faculty rooms. Students did not know the existence of two versions

of progtamme. Work was indhidual.

The two versions differed in how the subject accessed to videodisc and controlled the needed

information: one version guided at every time the activity of user while the other version let him

freedom to select the information.

Students used with the videodisc, &floppy disk. It contained the software of control and a

specific software that registered activity process: number of sessions, when, used time for session

anti item, number of (and what items by session, which items he had visited... Also, the answers

to questions and the answer to specific questions about his/ber attitude.

Othenvise, attitude questionnaires were applied before and after the course. Students filled a

Learning Styles Test, previously validated (Benedi to, 1988).

Finally, we used some qualitative techniques for collecting information as interviews and

group meetings.

We are not going to include here every conclusion from this research, but only someones that

are referred to the exposed theoretical concepts. We do not include the statistics msults or the data.

You can ask this information to the author.

6. Conclusions

First, the version with a higher interactivity level was not the most accepted by students: they

justified the rtults with the need of a suffician initial knowledge of the contents for selecting the

next infonnation.

The freedom to select the path seemed to generate insecurity and the doubt, and this in
students 23 years old.

Otherwise, no significant differences were detected in the way of working related with the

different acccss to information. No differences about boring or.tiredness, neither in time, number of

sessions, error using the programme and other similar aspects.

Different learning styles did not significantly affixt in the global perception of programme.
We found some, significantly at 0.05 al fa level, correlations in partial aspects as analysis.
However, and as wc have said, the initial conception about interactivity was not confirmed.

A proem analysis based in group interviews, gave these conclusions:

Insecurity in front of the medium: for several this was the first time that they used a

computer.

- Initial absence of knowledge of contents.

-Iligh level of motivation for using the programme, independently of the interadivity dcsign.

Limited duration of work: an average of 4 hours, 20 minutes, distributed between 4 and 10

sessions.

- External problems for acce.ssing to interactive systems.

Perhaps, the most relevant conclusion was a new model of interactivity that, at least for this

programme, it seems very adNuate. It is defined in this way:
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- To begin with low interactivity levels, so, the student need to attend only to the contend and

the learning activities.

- To introduce gradually a higher capacity of control over the path, according to some limited

options and on partially known contents.

- To offer, from the beginning, the option for a higher interactivity level for users that do not
need or like a controlled way.

- To end with activities were the user has freely control over the programme (figure 5).

Figure 5

Level 4

Level 3

Level 2

Level 1 1:.,

NE= tr4rtrer
Level 0 t.

The problem of interactivity design is similar to the egg and the hen: it is not possible to take

decisions if previously one does not know the domain of knowledge, but this is exactly the result

of the program. So, in some way, it is possible to consider that this is the aim of an interactive
self-learning programme: the user must be able of deciding how to continue his/her learning, or

that he/she has reach enough maturity in the domain to work with a high level of Interactivity.
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A multimedia editing environment promoting science learning
in a unique settingA case study

ROBERT J. BEICHNER
Department of Physics

North Carolina State University, Raleigh, NC 27695, USA

This case study extunines how students used an extremely resource-rich environment to teach
science to others. The purpose of the research was to observe how the students and their teachers
approached their roles in this setting. A group of nine seventh- and eighth-graders attending a
science magnet middle school were asked to develop an extensive series of information screens.
These screens would be made available to the general public through the use of a touch screen
kiosk. The school was located on the grounds of a large municipal zoo in the northeastern United
States. The unique opportunities provided by the physical location of the school were
supplemented by extensive technology facilities.

Background

In 1990 the school/zoo approached me for help in modernizing their text-based information
screens describing current events and zoo exhibits. The computer coordinator suggested that this
would be an excellent opportunity to exploit the unique setting by having school students create
the screens for the zoo's kiosk. We began by creating a set of specifications for the customized
editing software that would have to be created. We wanted the students to be able to easily
manipulate multimedia objectsmovies, sound recordings, scanned and electronically photographed
images, colorful drawings, and textso they could focus on what they were creating rather than
becoming distracted by how they were creating it. A major consideration was that while the
information screens had to be easy to create, they also had to be highly interesting and infoimative
to zoo visitors. We were concerned at first that these might be mutually exclusive goals.

We also developed several questions about how access to this multimedia capability would
promote science learning by students in this particular middle school. We wondered how the
students and teachers would interact with the science content, the technology, each other, and zoo
staff and visitors. We also wanted to examine how the students used their sources of information.
Their requirements were quite unusual since they would be using multimedia to display what they
had learned. On the other hand, the resources available to them were uncommonly rich.

Our first concern was with the ways the different people in the school/zoo setting related to
each other and their surroundings. Studies of cooperative learning (cf. Johnson, et al., 1981)
suggest that cognitive development is facilitated by pea interaction. The situations set up for
students working on this project put a premium on the sharing of efforts and resources. Students
almost always worked in groups of two or three when they were looking for information and
creating multimedia screens. Vygotskian theory (Vygotsky, 1978; Wertsch, 1979) suggests that
students' cognitive development can be enhanced ny social interactions. People who are more
competent assist learners by first helping or seaffAding their thinking and then fading assistance as
the learner builds understanding and gains mastery of the material. The learner is an active
participant in this process, which often takes place during problem-solving situations. The
learner's understanding is mediated by his or her practical activity and existent knowledge. The
data collected during this project describe situations where the computer coordinator, zoo staff, and
even the students acted as "teachers." The observations indicate that it is also important to
consider the visitors who used the kiosk. Although these people did not directly influence student
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cognition in the Vygotskian sense, they definitely seemed to have had an effect. Most teachers are
familiar with the axiom that you learn more about a subject when you teach it than when you
study it. This may be due to the review and organization of the content topics while preparing for
presentation, a need to examine the material from a metacognitive viewpoint ("How is this best
taught and understood?"), or simply seeing the material with more experienced eyes which are
better able to see the connections between the content and other areas of study. Regardless of the
mechanism, the students would be acting as teachers, accruing whatever educational benefits might
arise from that enterprise.

The traditional understanding of constructivism has been an important tenet of educational
psychology for some time. Even before Vygotsky's work, Piaget (1954) described his view of
knowledge construction as a developmental process. This basic idea of learners constructing their
own knowledge has recently been extended in a variety of ways. Scott, Cole, and Engel (1992)
describe a cultural constructivist approach which assumes interactions between an active child and
an equally active and usually more powerful adult. By itself, this is not much different from what
we have already described. But their concept of cultural construcfivism stresses that the interaction
is mediated by cultural artifacts. In our case study the artifact includes a unique physical setting in
conjunction with access to advanced educational technology.

Seymour Papert (1990) takes these ideas one step further and modifies the name of the theory
itself to help explain what he means.

We understand "constructionism" as including, but going beyond what Piaget would
call "constructivism." The word with the v expresses the theory that knowledge is
built by the learner, not supplied by the teacher. The word with the n expresses the
further idea that this happens especially felicitously when the learner is engaged in the
construction of something external or at least shareable...a sand castle, a machine, a
computer progrtun, a book. (pg. 3)

The key to what Papert is saying is the empowerment of students. They are given facilities
to create something which has meaning to themselves and others. DeCorté (1991) noted that these
"authentic activities" should be representative of future tasks and problems, provide many
opportunities for social activities, and be rich in resources and learning materials. The project
assignments met all these requirements. The students decided their work was similar to what
television and magazine reporters do. To create these screens, resource materials had to be located
and reviewed. Students had to select information from the extensive materials and facilities
available to them, using their own criteria defining importance and interest. And they almost
always worked in groups of two or three students, often debating the relative merits of different
pieces of information. Awareness of the zoo visitors who would be viewing their screens seemed
to be foremost in the minds of the student editors.

Description of the study

The setting

Approximately 65% of the 200+ students attending this urban science magnet middle school
belong to recognized minority groups. Typical class sizes are 21 for seventh- and 29 for eighth-
grade. The students, selected by lottery from a large pool of applicants, come from the local
neighborhood or tire bused in from the surrounding region. The school has won several awards for
its programs and often acts as a model of how computer technology can be incorporated into
various aspects of middle school education. In other words, the school appears to he a modern,
highly desirable place for students to focus on science.

The self-named "Kid Krew" (from Kiosk Information aisplay Project) was a racially mixed
group of nine seventh- and eighth-graders who each worked several hours per week on the K.1.D.
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Project over the course of an entire school year, plus a few students who piloted the materials for
the first year. Participating students were selected by the head computer coordinator on the basis of
their reliability and availability. No special efforts were made to include or exclude students with
academic abilities or deficiencies. Because of the technology-rich environment, all students had
already attained a very high degree of computer literacyprobably reducing the Hawthorn effect
commonly found in studies of instructional technology. There were two computer coordinators,
three teachers, and half a dozen zoo and museum staff involved with the project at various times.
A teacher training session held during the summer following pilot testing was attended by six
teachers/support stall and was taught by both coordinators.

Resources

As noted earlier, state-of-the-art instructional technology was present throughout the school.
Each classroom had at least one networked computer. There was also a lab of approximately 20
networked computers, CD-ROM drives, videodisc players, an electronic camera, sound digitizer,
scanner, printers, a MIDI synthesizer, and a large collection of instructional and productivity
software. Students were quite ftuniliar with the operation of most of the technology. The editing
software used by the students in the project was developed specifically for this research. Students
also had access to a very wide assortment of commercial software located on file servers, CD-
ROMs, and videodiscs, all present before the start of this project. Teachers were well trained in
accessing these materials and used them often in their classes. Faculty members and the school
administration often communicated by electronic mail. Students frequently visited the zoo exhibits
and worked with the zoo scan". The school library included many materials dealing with animals
including books, maps, and colorful photo-oriented magazines.

Software environment

The editing software is a hybrid of I lyperCard and Super Card. It also utilizes a commercial
interface board supporting video display directly on the computer screen. By selecting items from
the editor software's menus, students could work with an on-screen audio recorder (which looked
like a C2- ette tape recorder), a video tool which functioned like their hotne VCRs, color painting
and text tools, and a data linking tool for connecting pieces of information. Students normally
used these tools to make touch-sensitive "hot spots" on the kiosk screen. By touching these
areas, zoo visitors could see and hear animals, look for more information, or even print a handout
sheet, complete with a map of the zoo and student-generated questions and comments about the
animal on the screen.

The video tool (Figure 1) provides an example of how easy it was to create multimedia.
Students used the VCR-like .:ontrols to operate the videodisc player until they saw the desired
video segment appearing in the small "Video Screen" area. Clicking on the camera icon placed a
"snapshot" from the videodisc onto the screen being created. Alternately, by use of the record
button, a video sequence (with student-controlled audio) could be linked to a touch control
automatically generated and added to the information screen. Later, when a visitor touched this
spot, the tnovie would zoom out to fill the screen and play the video and audio as edited by the
students. Similar tools allowed creation of strictly audio information, text, colorful drawings, and
images captured from a scanner or electronic camera. Anything placed on the information screen
could be moved, resized, and deleted through the use of a single set of keystrokes.

Methodology

In an effort to clarify my understanding of the situation, I utilized key informant interviews (in
both formal and informal settings) captured on videotape and in field notes, along with videotaped
observations of students, teachers, and support staff working together. The videotaped student
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editing sessions provided particular insight into the different types of student/teacher roles, the
immediate and long-term goals of individuals and groups, and the participants' emotional responses
to the situation. Situations where students interviewed zoo staff or talked to zoo visitors revealed
the clearest view of what students saw as their role in the project. Detailed textual analyses of
videotape transcripts made the research partly microethnographie, described by Levine (1990) as
focusing on "interactional work that assembles systematic patterns of social behavior." The
categories described below gradually emerged during this review of the data. The analysis began
with the open coding methodology discussed by Strauss & Corbin (1990). Individual sentences
were labeled as they were read from the transcript. The original labels were mostly descriptive in
Datum, including breakdowns as to whether a student was talking to another student or to a teacher,
if students were referring to their audience, relaying a piece of information they had gathered from a
resource, etc. These temporary labels were revised as more of the data was reviewed and a better
impression of the central concepts emerged. For example, continued analysis led to a reclassifying
of some of the teachei/student dialog into a new "teacher-directed action" category. This
continuous category refinement eventually became what Strauss & Corbin call axial and selective
coding. This can he described as making connections between categories and deciding on a "core"
category which contains the overall pattern distilled from the data. The final results are discussed
below.

Videodisc
Name

Color video
appears

here

VCR-Like
Controls

Recording Section

Record Stop

Start & End Frame
View Recording

Search Facility

Add New
Narration

Single Frame &
Slow Motion

Control
36659

Frame Number

LR tO

katGrab Still Image

Make a Movie
"Hot Spot"

Audio Tracks from Videodisc

Figure 1. The Video Tool available in the multimedia edifor.

63



Besides reviewing transcripts of student interactions, observations of teacher training sessions
were utilized to provide clues as to what the teachers felt were the important educational aspects of
the project. I also collected and studied sample screens, student handouts, and the reference
materials used by the students. I addressed validity concerns by regularly comparing my
observation notes of student activities with the computer coordinator's impressions. Since she
worked with the students much more closely than I did, her comments were usually quite valuable.
This also helped identify any observational biases my graduate assistant or I might have had.

Cognitive and Affective Impact

The final categories which evolved during the data analysis are detailed below. Writing for an
audience emerged as the "core" category in the analysis of the videotape transcripts. Papert's
(1990) extension of constructivism to constructionism seems particularly appropriate here.
Student awareness of their audience and the importance of their task dominated the recorded data.

Writing for an audience

In this study we saw many instances of student concern for the people who would be viewing
their multimedia information screens. This was perhaps most evident during the discussions
students had while designing and creating new materials. "They [visitors] don't want to read a
whole lot...just the main points."

This consideration for audience was also present for the non-textual pieces of information
being assembled by the students. "You want a picture here. Just a little one. Just so they know
what it is." Or similarly: "You need more close-up... . Is there a part where there's more of the
animal? You can't tell what it is." Notice that one student is asking another student for an
additional piece of information-not only showing their concern with the clarity of their
presentation, but also indicating that the editing process was encouraging recall. The ability to
edit also promoted reflection on the relative importance of content materials: "What should come
on the screen first? Should we put our information first and then our pictures?"

Frequent debates over indi-idual roles in the construction of new intbnnation screens
indicated the level of student interest in what they were creating. Consider the following taken
from field notes:

The students begin planning several screens about the gemsbok. After some
discussion, they decide to split their efforts, with one group at the computer editing
station and the rest working with a videodisc player, looking for still images and video
sequences. LAt the computer, the following conversation was recorded:]
Student 1: [while looking over a data sheet in the zoo keeper's manual] "I'll pick out
the important stuff."
Student 2: [sitting in front of the computer, actually entering some information] "No,
don't put that!"
Student 1: "Yes! It's important!"
Student 2: "People don't want to know the [scientific] class!"
Student 1: "Yes they do."
Student 2: "Yeah! They'll go home and say 'Marge, did you know the class of the
gemsbok is ...?"
Laughing by bout students. They quickly reached agreement that they would not use
that particular piece of information. [About 10 minutes later as they were reviewing
their nearly completed information screen:]
Student 1: "Good, it goes along with what it said."
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Student 2: "Anybody who's interested in the gemsbok..You got to think about the
kind of person that would be..." [giggles]

So students were not only aware of their audience, but also of the importance of that
awareness. They consciously made efforts to think about who would he viewing their creations.

Students also addressed the issue of navigation through their hypermedia database. This often
ied to revisions of their information screens or the links they made between screens. This can be
seen in the following:

Student: "This whole kiosk thing...when it is done and down there...there is
going to be so many different things that they are going to get lost in it."
Teacher: "That is the idea."
Student: "Because I mean, you get into one thing and there is no going back to
the first thing...once you get off in a different direction ..."

This led students to make several modifications in the existing screens to make sure visitors
could "back up" to culler hypermedia mles. Students created simple "Touch here to go back" hot
spots. Once they had decided upon this course of action they included similar backlinks in all
screens created from that point on.

Concern with accuracy of information

Students were as concerned with being accurate as they were with making the information
interesting. At one point they were greatly distressed by the fact that an animal video did not
exactly match what they recalled seeing in the zoo exhibit. In another session a student reading
from a zoo keeper's reference book was heard saying "Let me tell you what to write so you don't
mess up." This was actually received with no comment by the student at the computer keyboard.
Evidently they had earlier reached some sort of agreement to work together in ways to minimize
mistakes. Statements like this imply that placing correct information before the public was very
important to the student editors.

Direction of students

A very definite reversal of student and adult roles was seen over the course of the study.
During the first month or two, the computer coordinator mid zoo staff often dictated both the
content and layout of the information screens. When the students began using the technology,
they were often told (probably in an effort by the coordinator and zoo staff to ensure accuracy and
pleasing appearance) what information to include iind how to incorporate it into an information
screen. This was usually accompanied by instruction in how to carry out a particular task with the
editing software. The students occasionally appeared to appreciate the help, hut within a few
weeks they demonstrated a strong desire to work on their own. Once they had mastered the editor,
roles rapidly changed. Students not only picked out what information and layout designs they
would use, they also began showing other students and even their teachers how to use the
equipment and software. The computer coordinator mentioned that "Kids teaching other kids seems
to work well." This growing confidence and expertise appears to be an outcome of the cooperative
grouping established during the project. At first teachers directed the novice students. Then
students of similar expertise worked together and added to their knowledge. Eventually these now-
expert students worked in groups with students new to the project, "showing them the ropes."

It is important to realize that once the students became expert at using the technology, their
attention focused on the science content they were trying to convey. The editing groups would
have to review a sizable body of infortnation before they could decide what was important enough
to display. They would usually have to review several videodiscs, searching for appropriate
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images. Evidently they retained a great deal of this information. During their discussions students
would often refer to a specific video image or piece of information they had seen that would be of
interest to their audience.

Student 1: "Oooh! Look at this one!" (a frame from the videodisc)
Student 2: "That's enough! We already have three still frames to choose from!"
Student 1: "I found another good one!"

Due 11 (1986) noted that although identifying the main ideas about a topic and writing
summaries of information are important study skills related to metaeognition, these abilities are
only gradually developed. The K.I.D. project tasks seemed to help students acquire these abilities
fairly quickly. Students had few difficulties deciding on the most important concepts as they read
materials and viewed video clips. We also noted transfer of some skills to other non-science
classes. A teacher reported hearing two students talking about making a poster and what to include
on it, saying that they "got the idea from the kiosk." While it is not clear if the students were
discussing layout or content, it is obvious that they were applying what they had learned while
working on the K.I.D. project to other settings.

Motivation

It quickly became obvious that both students and teachers were very enthusiastic with the
project. The fact that the school was already inundated with teci,nology implies that it may have
been the project tasks that were so exciting. Teachers viewing the students using the system often
exclaimed, "This is great!" Kid Krew students began skipping study halls and lunch periods in
order to work on their screens. Often the computer coordinator would arrive in the morning to find
students who had come in early and were waiting for her to open the door.

One of the few times that morale was low during the entire two-year K.I.D. project was when
students encountered prognumning errors in the editing environment. When that happened, they
quickly became highly frustrated. They also were annoyed when visitors looking at their scrtens
did not understand how to use the system. This was especially evident when very young children
placed their palms on the screen instead of using a fingertip to touch a hotspot. This caused the
kiosk to behave in unpredictable ways and resulted in rather harsh operating instructions from the
observing Kid Krew members.

Summary

The majority of student-to-student discussions dealt with creating information that would be
meaningful and understandable to the general public. The editing process itself encouraged recall of
content material, including the recognition and re-organization of the most important concepts in
the content. Students saw the information they were collecting and presenting a.s having value and
they constantly strove to create screens that were both accurate and interesting. They saw
themselves as part programmers and part news reporters. As they became more familiar with the
task, their work became much more self-directed. They began to teach others, including other
students and the supervising adults, how to utilize the software. Students and teachers appeared to
he highly motivated by the capabilities of the multimedia editing environment and by the job of
creating information screens for the public.

Teachers in more typical schools, although probably not having access to as many
technology-based materials, almost certainly have suitable holdings in their schools and
community libraries. The point to understand is that it was not the unique setting that made the
project successful. What seemed to matter is that the students saw that the work they weN doing
was important to somebody besides their teachers. It was worthwhile for them to learn new
material and uncover additional resources. In the case of this project, those resources were
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extensive and decidedly "high tech," hut I don't believe that was a necessary condition. The data
demonstrate the importance of designing curricula that incorporate realistic, highly involving
tasks. By establishing an environment where creative thinking about the content material is
combined with real-world assignments, students will learn content, enjoy the learning process, and
recognize that they have created something worthwhilei.e. worth their time and effort.
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Educational Hypermedia : from theory to practice...

BELTRAN Thierry
Laboratoire A.P .1., University Paul Sabatier I IUT A,
50 chemin des Maratc hers, 31 062 Toulouse, France.

This paper follows a set of publications concerning the study and the implementation of an
educational hypermedia software, dedicated to Computer Aided Learning. The need of controlling,
or at least supervising learner interaction in an Hyperdocument designed for teaching purposes has
led us : to define an architecture allowing the learner supervision and guidance (Beltran, 1991a &
91b), to choose a model describing classical hypermedia systems so as to extend it in order to
take into account the characteristics of the educational hyperdoeurnents defined (Beltran, 1992a &
1992c) and to propose an object oriented approach for the designing and realization of educational
hyperdocuments (Beltran, 1992b). This work is widely described in (Beltran, 1991c).

In this paper, we first present results pointed out concerning the theoretical definition of
educational hyperdocuments and then we detail the adaptations and evolutions needed to put into
practice the model we propose. These evolutions have been partly motivated by the realization of a
first prototype: a hypermedia document to learn the three-dimensional structure of the human liver,
from the study of the correlation of computed tomography (scan), sonography and gross anatomy.
From the realization of this prototype, we try to broaden our analysis aiming at the definition and
the specification of tools needed by the educational hyperdocument users. Then, we expect to draw
`guide-lines' and to establish conventions for designing these hyperdocuments.

For the clarity of the paper, we sum up in the following paragraph, the main results
concerning the specification of the educational hyperniedia software.

Educational Hypermedia Software : A survey of the theoretical aspects

We propose an architecture for an Hybrid system in which Hypermedia information can be
combined with some directive 'sequences' in order to direct the learner in the information network.
So, our aim is to design a system able to implement a wide range of educational applications
(from the most directive one to the discovery environment) allowing, as far as possible, a
'hypermedia-oriented' interaction. With this purpose in mind, the first problem being studied is the
supervision of the learner interaction.

The supervision of the learner interaction

Two systems compose the teiching / learning environment being studied : an hyperrnediti
nstem dedicated to knowledge presentation and information seeking and, a control system made up
of Computer Aided Instruction modules which ensure the pedagogical management at runtime and
of an interaction supervision module (see figure 1). In (Beltran, 1991a) we have described the
event-based communication mechanism between the presentation systcm and the control system.
Some user-interface objects (the dialogue entities) have been designed to send events representing
learner interaction. These events contain the results of the dialogue without considering the user
interface details.
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Figure . Educational hypermedia software general architecture

In our architecture, we have at the user interface level, Dialogue Entities which, by
themselves, manage the interaction with the learner, and send events to the supervision module
without ever activating a link directly. A dialogue Entity is made up of a set of interactive
elements presented to the learner, plus a set of virtual responses available to the system (cf. figure
2). Each dialogue entity is created from a class in which the organization and the behavior of the
interactive components are defined, i.e. the type of dialogue managed by the dialogue entity. So a
dialogue entity manages the learner interaction according to its class (text scrolling, check box
selection, object manipulation, selection of areas, text entry,. ...) and sends events when needed.
The response selection (by the system) depends both on the learner interaction and on the response
tactic being used by the system. This implies the displaying of an area which contains comments
(advice, explanations, ...) and links available to the learner.

4
Question

75

O Answer 1 ... 0 Answer 3... 40

0 Manger 2 ... Is( Answer 4 ... ..0k

Interactive Objects

as-1
Virtual Responses

Figure 2. The structure of a dialogue entity

The following figure shows the object-oriented representation chosen to describe the dialogue
entitics (Beltran, 1992b). Only classes belonging to the lowest level of the hierarchy can produce
instances Cmultiple choice questions (mcq) with check boxes (cb) or scrolling list (1), able to
accept from the learner a single answer (sa) or multiple answers (ma) : `mcq_sa_cb, mcq_ma_cb,
mcq_saj, mcq_ma _1', Interactive Areas, Indexes, ...); the other classes serve only to grot:p and
share common behaviors.

Metal:lass ENTITIES

Type of
laiosste

Semantic
of dialogue MCQ_SA MCQM A

A/ \a

MCQ

Syntax of
kilogue nieq_sa_cb rneq_sa_l tueq_ina_eb n

Sub_Class i lbdex IA

Vss%.
IA SA 1A_M A

/A\ /A\ A./' bi/
. .

beq_rna_l cx eta at a o es ir_sa I ia_xa2 is_nvi I iuna 2

Figure 3. The dialogue entity class hierarchy

69 i



Example : the dialogue entity class `Table of contents' with two selection levels, sub-class of
the 'Index' class, implements a particular dialogue management (see figure 4). This class is used
for making indexes, and particularly, for displaying and proposing a set of nodes and links
matching a learner query.

The set of interactive
objects is a scrolling
list (1) in which each
line represents a topic
(a learner answer).

(1)
Topic list

ii

Figure

Subtopic list
(2) . ....

-

Each virtual -esponse from the
system, displayed after the selection
of a topic, is a second scrolling list
representing the second level of
choice. This list (2) contains links to
the selected sub-topic.

4. The 'Table of contents' dialogue entity

In fact, the event-based control system defines tigiv. types gf Enka. These links are not 'frozen'
in the hypermedia user interface and do not activate predefined nodes. They are represented by rules
whose firing conditions are composed of events that may be received. We can distinguish between
'classical' links, unsupervised (i.e. learner-driven) and pedagogical links, which are under control of
the supervision module. A classical link is used for free navigation through a limited domain (e.g.
to explore information related to a specific topic). It can consist of several types: 'next',
'definition', 'example', 'detail', ... But, when the learner interaction has to be interpreted (e.g. to
control the topical navigation, to analyze events sent by a dialogue entity), the author must define
a pedagogical link. In (Beltran, 1991b), we have described several types of such links. Several rule-
bases can be defined and each of them specifics a new behavior for the system. Thus, the definition
of new types of links enables an author to determine when and how sequences must be learner-
driven and system-cona.olled or system-driven and learner-controlled...

So far, we have described the architecture for the use of educational hyperdocuments. From
this theoretical study we have pointed out the structures needed for the supervision of the
interaction with the educational hypermedia software and we have defined a model extending the
description of 'classical' hypermedia systems (Beltran, 1992c).

However, the implementation of such a system and the realization of a first application
requires a more detailed analysis of certain aspects; for instance, the pedagogical functions of the
system. With this purpose in mind, the following paragraph tackles the didactic role of the
dialogue entities in regard of the different response strategies of the system and the means of
structuring an educational hyperdocument according to pedagogical needs.

Educational Hypermedia system : from theory to practice...

Although the designing and realisation of hypermedia-based educational applications remains
a subject of study, general steps seem to have emerged (Jonassen, 1990). For the development of
our application, we have widely referred to (Safe, 1990a), (Safe, 1991a), (Safe, 1991b). But now,
le', us put into detail the context and the aim of this application.

Analyzing motivations and aims of the medical application

Although the vascular and segmental anatomy of the liver is well defined in the sonographic
and computed tomographic literature, the three-dimensional relations of hepatic structures reniaia
conceptuaily complex. This problem is interesting for us, because it concerns several actors which
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have different aims: the learner in anatomy, which has only an approximate idea of the hepatic
segments, the teacher, which has to explain the complexity of this anatomy and the
radiologist, who needs a perfect knowledge of the hepatic anatomy to assist the surgeon in
determining the feasibility of hepatic resection. Thus, the aim of this loplication is to help the
user understand the liver anatomy, from pictures and schemas representing ax and sagital sections
(gross anatomy), in correlation with radiologic imaging (MR imaging, Comp, -d Tomography or
scan, Sonography and Arteriography). The following scheme (anteroposteiior view of liver)
demonstrates the levels at which transaxial (a..d) and sagital (e..h) sections were collected, and the
three intersegmental boundaries (planes A..C), defined by hepatic veins.

A

`aCit;#4116b'
P44;sligniertriffl

71kiiiglii "4'

le°
g h

Figure 5. The different section planes

Thus, the hyperrnedia contains descriptive anatomical knowledge from which exercises are
proposed. Moreover, the pedagogical functions of the system have to take into account learners of
several levels (from novice to specialist) and several learning and teaching strategies. Emphasis is
placed on the formation of a three-dimensional concept of hepatic segmental and vascular anatomy.
The prototyping of this first application allows us to acquire 'know-how' that can help us to
specify general tools for the different users and 'guide-lines' for structuring educational
hyperdocuments and later, specifying a designing method. Note: our aim is to study the
pedagogical functionalism of the hypermedia system in order to put into practice our theoretical
work; the mediatic aspects constitute for us a secondary problem, well-resolved in other works,
e.g. (Höhne, 1992).

Dialogue entities and response strategies

When the interaction with the learner has induced the sending of an event, the supervision
system receives the answer of the learner and has to return a response adapted to the strategy in us?,.
B.Woolf (Woolf, 1992) defines four main response strategies in the context of the study of an
Intelligent Tutoring System (Trier, 'Verbose', 'Socratic' and Ilelpful'). Each of these strategies
involves the activation of a set of particular tutoring actions, roughly similar to those we have
defined to adapt the system responses when the learner interacts with a dialogue entity:

(1 ) Explain question
Concerning (2) Hints
ihe question

TUTOIUNG L (3) Reveal answer

ACTIONS r (4) Explain answer
Concerning
the response (5) Detail answer

(6) Offer advice

Figure 6. The tutoring actions

In collaboration with the radiology department of the hospital of Rangueil in Toulouse.
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In fact, the control system has to select one of the virtual responses that belong to the
dialogue entity which has sent the event. This implies the displaying of a region corresponding to
a tutoring action (explanation, advice, ...). This (multimedia) region can contain links proposed to
the learner (for access to definitions, complementary paths or related topics).

In an educational hyperdocument, contrary to a 'classical' or `intelligent' tutoring system,
these functions can be activated as well as by the learner as by the system :

When they are fixed during the designing stage, the different arrangements of tutoring actions
allow the author to determine the general response tactic used by the system. Then, we find again
the main strategies defined by B.Woolf for a tutoring system (informative, non-intrusive, directive,
concise, coy, encouraging). In this case, the system will activate the tutoring actions corresponding
to the current strategy as soon a- a dialogue entity is presented to the learner. For example, in the
case of the informative tactic, tile system will systematically explain and detail its responses. In
fact, the author determines the strategies to be used by means of a 'blackboard'

When knowledge concerning the didactic of the domain or the type of learner is insufficient in
finding the best strategy, it is better to let the learner himself modify the behavior of the system, at
runtime. Ttoring actions allow the learner to adapt the system responses according to his instant
needs. Tacking this into account, we have defined two discourse control palettes, allowing the user
to activate, when needed, a tutoring action applied to the dialogue entity currently in use (i.e.,
asking for the display of a specific virtual response).

By implementing such a system, we have provided the author with a new flexible tool in
which the teaching learning processes depend on the degree of control, in ways that we are only
beginning to discover today, there is neither designing method, nor rules providing a framework
for the author during the realization of an educational hypedocument. In the same way, the choice
of logical organization of the document remains related to the ^Aithor's intuition.

The logical parting of the educaConal Hyperdocument

In the case of the application being developed, the users have much knowledge concerning
this domain. This has led us to privilege a structure allowing quite an important degree of freedom.
In this purpose, we have designed three main modules (Theoretical knowledge, Examples, Practice)
which may be consulted on request.
a) Course. 5.2c am ples. Practice :
Course : contains (multimedia) information related to the main topics. Several complementary
paths are associated to each topic. The pedagogical links are important because they dynamically
adapt the complementary paths according to the characteristics of the session consultation. In the
case of the on-going application, this partition contains knowledge (grouped by topics): position
in regard to the other organs, general surface views, `see-in' diagrams, ligamentar, vascular and
segmental descriptions, graphical animations, terminology, 'french-english' equivalence (text and
sound), abbreviation list, ... This partition is divided into two interrelated modules. The first one
corresponds to a topical navigation (undetailed) and the second one contains scts of details that can
be easily accessed from the first one. Each topic begins with a presentation and ends with a
summary. Examples : This partition contains concrete or simplified cases related to the topics of
the course, and 'classical' links to series of examples (previous, next, ...). The pedagogical links
enable the systera to build a learning path through several examples, from a specific topic in the
course. Practice : Most of dialogue entities of the educational hyperdocument are stored in this
partition. Multimelia presentations are provided for the !camel, and problems managed by the
dialogue entities arc proposed to him. The virtual responses from the system are hidden and
activated according to the learner interaction and the system strategy. the on-going application, this
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partition contains problems of several types: ligamentar, vascular and segmental recognition
exercises, terminology exercises, spatial recognition exercises, manipulation exercises (rotations,
...). Instances in both example and practice displays are divergent, range in difficulty, are presented
in an easy-to-difficult sequence, and include a variety of representation forms.

The need to let free the learner in document structure has led us to provide increased support
for searching and browsing through an educational hyperdocument.
b) Data accus : browsing and searching facilities

The 'learn in g browser' enables the learner to activate the different nodes related to a topic.
This tool, adapted to the logical structure of the document (course, examples, exercises), only
activates the different windows of the three partitions. For example, the learner can search for the
information he needs, and skip to an example display before resolving an exercise.

The 'topic browser' allows the navigation within a partition, the displaying of indexes
and the access to the query tool. Indexes and maps allow direct access to needed information and
selection of paths. However, the author can limit the number of links proposed by the index,
specifying the topics that can be consulted in a particular context. In this purpose, the author has
to use a dialogue entity of the `Table of contents' class (see figure 3).

The query mechanism, presented in (Beltran, 1992c), is based on the formal representation
discussed in (Halasz, 1990), (Safe, 1990b). We have presented a prototype (using Oracle and
HyperCard) allowing the user to express graphically SQL queries (see `Query Builder'). The result
of a query (list of nodes) is stored, by the `Index Builder' in a dialogue entity of the `Index' class.

ah.

Author

Learner

i QUERY
BUILDER

INDEX
BUILDER

Formalized
query

ORACLE.

4f!A
- Selected Hyperdocument

nodes and links database
Educational Hypardocument

Figure 7. The interactive indexing facility

So, an index can be activated as well as directly as in response to a query. It can be activated
for two main reasons : for the consultation of related topics (by means of a restricted `Table of
contents' dialogue entity), for a topical navigation (in this case, a full index is activated and the
rule-base used by the supervision system is changed). Several works have pointed out how
important retrieval facilities are for hypertext beside navigation (Cousins, 1989), (Hofmann,
1992). In the case of an educational hyperdocument, it is advisable to moderate this assertion
according to the degree of freedom wanted by the author and the competence degree of the learner :
data access by browsing (exploring) is prefered by a novice learner whereas data access by searching
is more convenient for experienced learners. In this case, query facilities become necessary,
especially to find good starting points for a more detailed investigation, i.e. interactive browsing.
Thus, the author must have the possibility to forbid the learner to use the browsers during certain
sequences. In this way, the freedom degree of the learner is diminished (the browser palettes are
hidden). For example, it is possible to impose an essentially descriptive path (restricted to the
'Course' and `Details' partitions) or a purely practical one (restricted to the `Exercises' et `Practice'
partitions).

The on-going application, developed using Hypet Card (on Macintosh computer), allows us to
refine the theoretical model from information gained through testing from a particular case
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(particular didactic functions of the dialogue entities and particular structuring of the educational
hyperdocument). Analysing the prerequisites and features of the application being developed, and
considering the practical choices that have been made, we hope to gather information and to acquire
a more general 'know-how' applicable to other realizations. In the following paragraph, we analyse
the first experimental results.

Educational Hypermedia system : some practical results

(Safe, 1991a) describes, in fourteen steps, the deNelopment of a hypermedia database, from the
designing stage to the CD-ROM production stage. This technical classification, taking into
account the needed tools for each different medium, is necessary but not sufficient: a detailed
analysis, from the pedagogical point of view, of the first steps of the designing stage is lacking.
When designing an educational hyperdocument. three essential problems need to be solved : what
degree of freedom allowed to the learner in the system, what are the teaching strategies to be
chosen, what is the structure or organization suitable for the document ? The three problems are
related, yet they seem also dependant on indications of the context such as the pedagogical aims,
user profile and the Oomain concerned... So, it is difficult to evaluate the impact of changing those
parameters as we cannot generatize from only one experience. Although the stru:...ture we have
chosen may be adapted to other domains (since three generic levels are taken into account:
theoretical level, descriptive level and experimental level), some problems shall need a radically
differeni approach. For example, teaching the reasoning processes (in mathematics, medicine,
management, ...) forcibly lead to a different document crganization and to the implementation of
new didactic functions.

Nevertheless, the analysis of our approach can help us to master the parameters which have
an influence on the three previous points: we have presented different means allowing an author to
modify the supervision level in an educational hyperdocument. First, as early as the designing
stage, the pedagogical links allow the definition of a wide range of supervised paths. The dialogue
entities allow the management of a more or less complex interaction with the learner, while
observing a fixed pedagogical strategy. Finally, even when the hyperdocument has been realized,
the author has the possibility to act on the freedom degree of the learner, allowing him the use of
the control tools presented in chapter 3 (the document structure browser, the index access tool, the
tool controlling the tutoring actions).

To summarize, the author 'weaves' an information network, more or less directive, more or
less supervised, and then, decides to allow the learner to be more or less autonomous.

Critics and Prospects

The current realization allowed us to implement a first experimental hypermedileoriented
educational software, based on our previous theoretical studies. In this way, we have tested the
generic tools presented in (Beltran, 1992c) (dialogue entity editors, pedagogical links editors, ...)
and developed new tools, although they have been specifically designed for a particular class of
applications (learning browser, control palettes). From this first practical experience, we expect to
make the theoretical model evolve, and we hope to draw a framework for the designing of
educational hyperdocuments...

Concerning the query mechanism, bascd on the formalisation of educational hyperdocuments,
several interesting issues can be discussed : For the author: help services for the designing and
realization stages can be defined. For example, it can be helpful to know the number of dialogue
entities that belong to a predefined path or that contain a specific word.... For the learner: such a
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system can provide powerful tools for information seeking. For the system: this approach
constitutes a new step towards the cooperation between Intelligent Tutoring Systems (ITS) and
Hypertext systems. The formalization of educational hyperdocuments provides a basis from which
an ITS can build learning paths according to its models.

In conclusion, despite our limited experience, we have proved that our work concerning the
definition of educational hypermedia software, is flexible enough to implement educational
environments of several freedom levels. The tools described provide a test-bed for exploring new
issues and testing new teaching and learning functionalism. But, obviously more experience is
needed before drawing a designing method adapted to the educational hyperdocuments. However,
this first stage was necessary, at least .1 order to confront the theoretical model with the practical
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Sound in the Multimedia Interface
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"Everything we do is music."
John Cage

Multimedia can have a significant impact on education. We must create appealing interfaces that
draw students into their work, challenge them, and provide them with a full range of intellectual
experiences. A learning environment that is richer and more enjoyable than those we now have available
can be created by the incorporation of many types of sounds into the computer-user interface. New research
directions in audio are emerging driven by the availability of software tools for sound and the excellent
sound capabilities in modern workstations. In the material below, we show some new ways that audio can
be used to create interesting sensory environments stimulate and engage the minds of students.

The focus of this article is on recent developments in audio, however, the motivation for the use of
sound is to provide a richer learning experience. To accomplish this we must tie it into the emotional and
intellectual effects of sound on the user. This article begins with a description of the flow state, that state
of mind in which we work deeply involved with what we are doing, and propose some techniques for
achieving the flow state through our use of the user interface.

We can hardly imagine a multimedia interface that does not make use of sound. Surprisingly, sound
is a medium that has been slow to understand and develop in computer interfaces. Early systems had blips
and bleeps to call the user's attention to the screen, usually because of an error or .he need for immediate
action. The standard current uses of sound in multimedia interfaces incorporate recorded speech or add
composed music to scenes. In the future, we can expect to see sound used in entirely new ways. In the
section on audio and mental engagement there is an overvi( w ot the different types of sound we can use in
our interfaces. Nonspcech audio is of particular interest for two reasons: 1) it is easy to use with our
workstations and home computers, and 2) it is an interesting new way to use sound and communicate
information. Auditory messages called earcons were designed to provide a more structured approach to the
use of sound than blips and bleeps. Earcons are constructed from short sequences of sounds (motives) that
can be compounded in three basic ways to create larger. more complex units. They can be used on any
computer that has audio output. Earcons have bcca tested and found to be effective in the interface. A
section oi this article is on the construction of carcons followed by the concluding remarks.

The Flow State

The seductive interface is a concept introduced by Timothy Skelly (1991), a designer of video games.
To be seductive, an interface ideally engages both the mind and the emotions of the user. Seductive
interfaces temporarily disengage us mentally from the "real world" by presenting the mind with alternate,
engaging activity. Seductive interfaces involve drama and suspense as well. A truly seductive interface is
self-teaching and highly conducive to learning because intellectual challenge must take place if the user's
interest is to be maintained. The ideal self-teaching interface provides a set goals, challeilges, and feedback
for learning critical skiils.

We often associate engagement and drama with leisure activities, such as TV and movies. Research
using the techniques of the experience sampling method (ESM) has brought to light some interesting
results. Surprisingly, leisure and mental engagement in many ways are opposite experiences. Leisure is
not as uniformly enjoyable as is generally assumed. The most positive experierres in people's lives seem
to come more frequently from work than from leisure settings. People do need to recuocrate from the
intensity of work in low-intensity, free-time activities. This seems to be culturally dictated, because in
some societies after a full day's work leisure time may be spent playing musical instruments, carving,
weaving, etc. The overall quality of lifc could be improved if people were aware of the negative feelings
they had when their free time does not meet the conditions of flow. Secondly, if they realized the positive
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feelings they had while they are working, they could disregard the cultural mandate against liking weik.
(Csikszentmihalyi & Le Fevre, 1989)

The flow state, the episodes when life is heightened and one one is deeply involved and mental energy is
highly focused, is in many ways the opposite of the viewing experience. In flow experiences, people report
very high concentration but ease of concentration--they feel active, strong, and in control. Concentration is
so focused during flow activities that people typically report a diminished awareness of their surroundings
and they lose track of time. The state is also me likely to occur when there is rapid, positive feedback
about how one is doing in an activity.

Flow tends to occur when pe. -ms are confronted, or choose to confront themselves, with demanding
opportunities for action (or challenges), which they feel capable of matching with their skills. High
challenges and low skills typically result in anxiety, whereas high skills and low challenges cause boredom-
-and often anxiety, as well, when boredom is great enough. Flow activities involve a near equal pairing of
high challenges and high skills, but the higher the skills and challenges, the more likely it is that flow will
occur. Flow requires a clear cut goal and a specific task. Another important aspect of flow is that there is
feedback. Passive experiences, such as watching TV, can cause guilt and discontent. With TV there is
generally a pairing of low challenges with very limited use of skills. Thus people usually do not
concentrate very much and they feel relaxed and passive. Viewing can be very involving and associated with
high affect, but only three percent of the television viewing experiences are of this type. (Kubey and
Csikszentmihalyi, 1990)

ESM research with adolescents has shown that video game play is quite activating and involves much
higher reports of affect than does TV viewing (Kubey & Csikszentmihalyi, 1990). Video play is high:),
challenging, requires skill, and offers rapid feedback and thus possesses all of the key structural elements
necessary to experiencing flow. Many video games are also programmed to increase in difficulty as the
player's skill increases. To provide seductive interfaces we need to apply some of the techniques used by the
highly successful entertainment industry for drawing us to the computer, and then devise clever ways to
keep the student challenged and engaged.

Audio and Mental Engagement

To provide an interface that maximizes the learning experience for the student, it must:

Entice: draw to the interface by curiosity and appeal,
Engage: engage with challenging tasks and feedback, and
Enrich: provide a rich sensory environment.

Audio is probably the interface designer's most useful, and at the same time, most under-used tool
(Skelly, 1991). Audio is one of the most powerful methods of engaging the mind and providing
information.

We need only to look at education in many places around the world to see how music is used to create
flow experiences (Blattner & Greenberg, 1992). In many cultures, music is integrated with drama, dance,
poetry, and art. Students learn through participating in these events, that is chanting, singing and dancing.
Through these activities the cultural history is passed on with stories, ethics, history, and other cultural
products of value. Western music is only thought of in aesthetic terms, but even in west:1-n music
advertising and pop music are used to convey information. Music is used in ritual in almost every culture
(Nett!, 1983). Religious music is frequently used to create a state of "other awareness," catha-is, and
sometimes, frenzied and ecstatic states (Herenclon and McLeod, 1982). It is thought that this is partly
because of its hypnotic effect.

A range of agitated feelings can bc created through pronounced and insistent rhythms (Rosenfeld, 1985).
In many cultures, people use extended sessions of singing, chanting, dancing and drumming to induce
altered states of consciousness. Scientists have proposed that certain types of drumming may produce
powerful effects by driving the brain's electrical rhythms. This is similar to "photic driving" in which
rhythmically flashing strobe lights can impose their rhythms on the brain. Music therapy is routinely
used in care centers (Gilman & Paperte, 1952). Studies show that shoppers in stores with piped in music
bought more items when slow music was played rather than music with a fast beat (Rosenfeld, 1985).

In the paragraphs below, we will look at some of the types of audio that can be used in thc computcr
interfacc;. With each of these, we will examine how using that type of music may be used to entice,
engage, and enrich the quality of educational software.
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Music Music engages listeners with its rhythms, melodies, and interesting timbres. Care must be taken
when music is used in programs that are used frequently, because music can be annoying if the same piece
is heard repetitively (Blattner, Sumikawa and Greenberg, 1989). A technique often used in commercial
programming is to use snippets of music to spark the viewer's interest and tie component parts together.
Music specific to particular cultures is used in the s:udy of history, geography, and anthropology.

Intricate rhythms and harmonies are designed to hold us spellbound. Music serves as a kind of
cohesive, filling in empty spaces in the action or dialogue. Film music builds a sense of continuity,
uniting the visual parts, which is important because theatrical film is like a jigsaw puzzle. The color and
tone of music can give a picture more richness and vitality and pinpoint emotions and actions. Thomas
(1973) says that music comes to bear in helping to realize thc meaning of the film, in stimulating and
guiding the emotional response to the visuals. A scene placed in a geographical context may be enhanced by
local music. It is the ability of film to influence an audience subconsciously that makes it truly valuable
to the cinema. Music can complete the total picture and produce a kind of dramatic truth, which the visual
element is not always capable of doing.

Speech: What can be more enticing than a computer that speaks to you, even calling you by name? For
the most part, however, speech is used for the communication of detailed and specific information. It is
through speech (rather than through other sounds) that we communicate precise- and abstract ideas. Speech
will be used as input as well as output in the computer interface and speech recognition interfaces will be
marketed for general use in the near future. Recent advances in speech recognition systems have made it
possible to use a natural speech style and allow casual users to work easily with a speech system
(Rudnicky, 1992). In spite of this, very little is known about building successful speech interfaces for two
dimensional displays let alone three dimensional interfaces.

Virtual classrooms with students in different locations sharing their experiences will be a reality soon.
Telepresence and teleconferencing networks will transmit images and sound from remote sites. Children in
a French lesson in Chicago will converse with their counterparts in Paris. Tim applications of sound
localization by NASA has shown the effectiveness of separating voices in space to improve their clarity
(Wenzel, 1992). Scientists at Nipon Telegraph and Telephone (Miyoshi & Koizumi, 1992) have been
studying the three-dimensional acoustic properties of teleconferencing systems to filter out extraneous
sounds, enhanc.e desirable sounds, and provide wide listening areas. Networks will allow collaborative
engineering with the use of hand-gesturing, voice-assisted manipulation, grasping and manipulating objects
(Weimer & Ganapathy, 1992).

Real-world sounds: These are the natural sounds of the world around us, such as leaves rustling or birds
singing, or man-made sounds such as machine noises or even a band playing in the background. What
about sound in our everyday life? Anyone who is interested in the sounds of everyday life should read the
work of R. Murray Schafer (1977). Schafer describes "soundscapes," historical reconstructions of the sound
that surrounds people in various environments. Examples are street criers, automobiles, the crackling of
candles, church bells, etc. How better to entice students to study their history lesson that day?

An example of how real-world sound is used for feed-back is seen in a golf game by Incredible
Technologies, the image resolution was too low to provide a visual cue when a ball was hit into the
branches of a tree, instead the sound of leaves rustling and a bird squawk illustrated the event (Skelly,
1991).

Sampled sounds are recordings of real-world sounds, while synthesized sounds are made on the
computer. Gayer (1993) lists the difficulties of using sampled sound for reconstructing real-world sounds:
i) i is difficult to capture actual events because sounds are colored by the technology used to record them,
ii) shaping recorded sounds relevant for auditory icons is difficult because available software is designed for
music, iii) real-time modification is limited, and iv) the amount of memory required is often prohibitive.
Nevertheless, there are many advances being made in synthesis algorithms in the fields of signal processing
and audio engineering. We can expect to sec much better tools for sound synthesis of real-world sounds in
the near future.

Three dimensionaLsonfi: Three dimensional virtual sound is not really a type of sound, but rather the
simulation of location and direction of virtual sound sources. We include this as a separate category because
of the newness of the subject and the importance of this technology to the future of user interfaces. Wenzel
(1992) separates sound sources into the throe spatial dimensions by modeling the pinnca of the outer car. A
real-time digital signal processor, a Convolvotron, was designed by Scott Foster of provide filters that
simulate the outer ear model. Instead of filters, spatial effects such as blurring, thickening, peaking,
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distancing, muffling, thinning, distortion and self-animation are created by Ludwig, Pincever and Cohen
(1990) to give the illusion of three dimensions.

The immediate use of three-dimensional sound is in virtual reality, however, the appeal of sound
surrounding the user is so great that we can expect to see this new technology permeate educational and
recreational softwa.e. Music is enormously richer in three-dimensions, conversations are clearer when
separated in space, and the sense of immersion in an artificial world is greater when sound surrounds the
listener.

Auditory displays: Auditory displays are largely concerned with the interpretation of data into sound, such
as the association of tones with charts, graphs, algorithms or sound in scientific visualization. These
auditory display techniques were used to enable the listener to picture in his or her mind real-world objects
or data. the intention of the first scientists that used this new technique was to provide another sensory
dimension to the analysis of data.

Some of the first examples of work in this area are from the early 1980s. Bly (1982) interpreted points
in higher dimensions to sonic equivalents, that is, sonic attributes were interpreted as dimensions. Mansur,
Blattner and Joy (1984) translated points on an x-y graph into sonic equivalents with pitch as the x-axis and
time on the y-axis (a nonlinear correction factor was used). Morrison and Lunney (1991) presented analytical
chemistry data represented by sound to visually impaired students; Yeung (1980) also used audible displays
in analytical chemistry; Mezrich, Frysinger and Slivjanovski (1984) explored auditory display techniques for
multivariate date intended for oil well log data. Kramer (1991) used sound to display stock market data.
Recently Blattner, Greenberg, and Kamegai (1992) enhanced the turbulence of fluids with sound, where
audio was tied to the various aspects of fluid flow and vortices.

The work in auditory display has been greatly simplified by the existence of audio tools for the
computer. Auditory Displays, edited by G. Kramer (1993), is the first book to bring together work in this
rapidly evolving area. Algorithm animation, initially a beautiful but silent art, has burst into sound
(Brown, 1992).

Cues and audio messages: Generally audio cues will be used as auditory icons or earccns, to provide
information to the user. This information tends to be more abstract than that received through auditory
displays. Auditory signals are detected mole quickly than visual signals and produce an alerting or orienting
effect (Wenzel, 1992). Nonspeech signals are used in warning systems and aircraft cockpits. Alarms and
sirens fall into this category, but these have been used throughout history, long befcre the advent of
electricity. Examples are military bugle calls, post-horns, church bells that pealed out time and the
announcements of important events. Studies made by Buxton (1987) show that a significant amount of the
appeal of video games is due to the audio.

Work on auditory icons was done by Gayer (1986) and earcons by Blattner, Sumikawa, and Greenberg
(1989). Gayer uses sampled real-world sounds of objects hitting, breaking, and tearing as described in
real-world sounds above. However, Gayer's auditory icons are meant to convey information of a more
abstract nature, such as disk errors, etc. Gayer used the term "everyday listening" to explain our familiarity
with the sounds of common objects around us. Blattner, Sumikawa, and Greenberg took musical
fragments, called motives, and varied their musical parameters to obtain a variety of related sounds. We
describe the construction of earcons below.

The Structure of Earcons

The building blocks for earcons are short sequence of tones called motive. From motives we can
build larger units by varying musical parameters. The advantage of these constructions is that the musical
parameters of rhythm, pitch, timbre, dynamics (loudness) and register can be easily manipulated. The
motives can be combined, transformed, or inheritcd to form more complex structures. The motives and their
compounded forms are called earcons, however, carcons can be any auditory message, such as real-world
sounds, single notes, or sampled sounds of musical instruments.

A motive may be an earcon or it may be part of a compounded carcon. Let A and B be carcons that
represent different messages. A and B, can be combined by juxtaposing A and B to form a third earcon AB.
For example, A can be an earcon for "file" and B can be the earcon for "deleted, " then AB is the earcon for
"file deleted." Farcon A may be transformed into carcon B by a modification ia the construction of A. For
example, if A is an carcon, a new carcon can bc formed by changing some parameter in A to obtain B, such
as the pitch in one of its notes. A may be an earcon for "the computer is up" while the transformed carcon
may inform the listener that "the computer is down." A family of earcons may have an inherited structure,
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where a family motive, A, is an unpitched rhythm of not more than five notes is used to define a family of
messages. The family motive is elaborated with pitch (A+p = B) and then preceded by the family motive to
form a new earcon, AB. Hence the =ton has two distinct components, an unpitched motive followed by a
pitched motive with the same rhythm. A third earcon, ABC, can be constructed by adding a third motive, C,
with both the pitch and rhythm of the second motive, but now has an easily recognizable timbre (A + p + t
= B + t = C). For example, A could indicate a printer probiem, and AB could indicate the printer is out of
paper.

It is desirable to structure the meaning of inherited earcons hierarchically by the use of refinement to
correspond to the hierarchical musical structure. The refinement process is used in semantic networks and
object--oriented programming. The exact nature of the refinements is not given in the construction of
earcons. This process of adding a motive that is the same as the preceding motive but with a variation in a
musical parameter, can be used to form new earcons with a refinement in meaning.

An earcon is usually associated with an object. By an object we mean any identifiable structure,
whether it is an abstraction such as an error message or a representation of something in the real-world. To
display more than one earcon (or one object) we have to identify their temporal locations with respect to
each other. Two primary methods are used: overlaying one earcon on top of another and the sequencing of/
earcons (Blattner, Papp, & Glinert, 1993). Some sort of merging or melding in to new sound could be
considered, for example, the pitch of two notes can be combined into a third pitch, but we haven't attempted
this.

Will sounds as abstract as earcons be accepted by the majority of users? The advantages are very
clear: they are easily constructed on almost any type of workstation or personal computer. The sounds do
not have to correspond to the objects they represent, so objects that either make no sound or an unpleasant
sound still can be represented by earcons without further explanation. Data translated directly into sound
requires less explanation or motivation than abstractions such as earcons. Auditory icons that make real-
world sounds usually can be recognized quickly, however, most messages do not have appropriate iconic
images. Several experiments have shown earcons are preferred over many other types of sonification and
can be used successfully. Brewster, Wright, and Edwards (1993) found earcons to be an effective form of
auditory communication. They recommended six basic changes in earcon form to make them more easily
recognizable by users. These changes were: 1) use synthesized musical timbres, 2) pitch changes are most
effective when used with rhythm changes, 3) changes in register should be several octaves, 4) rhythm
changes must be as different as possible, 5) intensity levels must be kept close, and 5) successive earcons
should have a gap between them.

Earcons are necessarily short because they must be learned and understood quickly. Eareons were
designed to take advantage of chunking mechanisms and hierarnical structures that favor retention in human
memory. Furthermore, they use recognition rather than recall. The tests run by Brewster, Wright, and
Edwards had no training period associated with them. (They were heard only once before the test.) In spite
of this, the subjects could use them effectively. If earcons are to bc used by the majority of computer
users, they must be learned and understood as quickly as possible taking advantage of all techniques that
may help the user recognize them. One of these techniques is to introduce a new earcon as a sound-
enhanced animated icon (Blattner, Papp, and Glincrt, 1993).

The animated icons with eareons are implemented as melawidgets (Blattner, Glinert, Jorge &
Ormsby, 1992; Glinert & Blattner, 1993). Metawidgets are autonomous objects, which can display
themselves in a variety of ways including graphics and sound. The metawidget, or the mem-icon in this
case, chooses its particular representation depending upon the other events on the screen and the state of the
system. Metawidgets are defined by an object-oriented hierarchy and within each object there is the capacity
for it to select methods that allow for alternative behaviors and displays.

Concluding Remarks

Educators have been limited by their tools. Although different types of media were available to display on
the computer, it is only recently that we have been able to use interactive multiple media on computers.
Recent results in psychology and ESM show that should be enticed into tasks by the display on the
computer interface, then to maintain interest, we must continuously challenge and provide feedback for the
student. Are multimedia upr interfaces a new paradigm for our interaction with computer? Multimedia can
teach us to play the piano, 4.deconference with foreign attendees while assisting us in language translation,
teach languages with the sights and sounds of other cultures. Virtual reality is being used in medicine,
architemre, and computer aided design. The addition of audio to the interface will provide much more
mental engagement and emotional impact that we could have had before. We must take advantage of our
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new opportunities by using all the audio that our technology can provide and using it in new and creative
ways.
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I this paper we describe a project which combines hypermedia with communication
technologies in order to design and implement an interactive system (the ART-LAB system) to
assist pupils in arithmetic problem solving at the ages of 7 - 12.

In our project the opportunities supplied by hypermedia allow the users to build their own
solutions to arithmetic problem by navigating through different computer-based environments
which are integrated in the system; the environments include microworlds, databases containing
sets of solved problems and a communication environment. The combination of hypermedia with
communication facilities allows pupils to cooperate in order to solve problems, or even to interact
with the teacher, through a local or remote network.

In the present work, technical and pedagogical aspects arc closciy connected. From one hand we
base ourselves on research on hypermedia and communication systems and on the design and
implementation of visual microworlds. On the other hand we farce into account research in
mathematics education with particular referenc . to the studies on applied problem solving, the role
of visual representations as educational mediators and interactive learning.

The hypermedia system described in this paper is implemented in HyperCard 2.2 using
HyperTalk programming language. It runs on Apple Macintosh computers with 13 inch video.

At present the ARI-LAB system is completely implemented. Its evaluation, which is not
discussed here, will be carried out in 1993 in three different classes of primary school.

SOME GENERAL PERSPECTIVES ON THE LEARNING Oi MATHEMATICS

In the last years problem solving has become. one of the most important fields of research in
mathematics learning and has been often regarded as a general paradigm of mathematical activity,
also under the influence of constructivist theories. Among the large number of studies on problem
solving performances we mcntion Buchanan (1987), Lemoyne & Tremblay (1986) and Lesh
(1985). Other references arc given through the paper.

The increasing importance of mathematics in everyday-life along with the diffusion of
computers has induced a lot of educational projects to focus on strategy building abilities more
than on written computational performance. This is due also to research that has shown a very
poor correlation between the ability at performing written c.,ticulations and problem solving skills,
as reported for example by Nesher (1986). An undue stress on computational skills has proved a
serious obstacle to the development of problem solving processes.

Arithmetic competence, at the ages of 7-12, cannot be identified with the knowledge of a given
set of concepts and rules, but rather with die ability at using arithmetic concepts and procedures in
order to solve problems, in particular real problems. By 'real problems' we mean the problems
pupils continually deal with in their experience and that are meaningful with regard to
mathematical structure as well. Real problems often embody a lot of arithmetic questions which
require pupils to deal with schematization processes that are much more complex than the ones
involved in the stereotyped school problems designed only in order to test the application of a
learned rule or definition. Research has pointed out the dangers of early formalization; the
introduction of a formalism with no recognizable meaning or embodying a different meaning with
respect to the problem situation (such as the formalism of subtraction for a difference problem)
may lead pupils to the impossibility of building any strategy.

Therefore the task for an educational project should not be to teach the pupils a set of problem
solving techniques. Pupils should be able to deal with a wide range of problem situations and
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construct specific strategies to get a correct answer, starting from their mathematical knowledge
but also from their knowledge about thc problem situation.

There is evidence suggesting that content-dependent strategies should be enhanced. For
example, some studies, reported in Lesh (1985), show that good problem solvers use 'strong'
content-dependent strategies, whereas average or poor solvers prefer 'weak' content independent
ones, and that there is a good correlation between problem solving skills and the mastery of the
specific problem situation.

Symbolic systems play a crucial role at different stages Gf the development of mathematical
ideas and processes. Vygotskij (1962, 1978) and many others have stressed that languages
(regarded as symbolic systems) may not only represent but also direct human thought. At this
regard representations which are not completely arbitrary but preserve some analogical link with
their related objects (such as geometrical figures, histograms, line of numbers, the language of
coins) has proved very important. The work with visual representations differs from the
manipulation of sets of objects just because of their status of symbolic systems (with a
recognizable set of rules, and so on). Languages of this kind could act as mediators between the
problem situption and its meanings and the mathematical concepts, relationships and processes
involved, as widely discussed in Dreyfus (1991) and Barwise and Etchemendy (1991).

Social interaction (in the various forms it may be organized) has proved a powerful way to
improve pupils'. problem solving skills (see for example Doise et Al. (1975)). As a general
reference on the fundamental role played by social interactions in shaping internal cognitive
structures we refer again to Vygotskij (1978) and his notion of proximal development zone.

Outline of a learning system for arithmetic
The previous survey may explain what, in our opinion, should be purposes and features of a

hypermedia system for arithmetic problem solving:
= the system should be oriented to the design of resolution strategies and not to the development

of computational skills;
= it should allow pupils to build resolution procedures starting from their informal strategies and

not to teach them "how to solve a problem";
= problems should be meaningful and not desig 'ed only in order to test the application of some

rule;
= the system should promote the construction of content-dependent strateg:es and foster the

development of arithmetic concepts and processes while keeping the pupils in touch with the
meanings involved in the problem situation;

= it should supply a set of symbolic systems in order to represent a wide range of problem
situations and, at the same time, to point out different mathematical structures and perspectives;

= it should allow actual interaction between groups of pupils; this means that pupils should be
able to communicate to each other their tentative resolution procedures, including parts
containing non verbal infbrmation, and to keep trace of the messages.

HYPERMEDIA ENVIRONMENTS FOR ARITHMETIC PROBLEM SOLVING

The educational purposes presenied in the previous section have suggested us to design a
system in which the technology of hypermedia is combined with distance and local network
communication systems.

Our system can be regarded as an hypenitedia system as far as a structured and connected set of
environments of diffe-rent nature is available to the user. Two different kinds of users arc expected:
the student who has 1. solve a given problem and the teacher who can configure the system
according to the needs of her/his students.

The student interacts with two main environments: the problem solving environment and the
data-base environment. The problem solving environment consists of three connected
environments which are structured as follows:
= a strategy building environment where the user chooses an arithmetic problem out of a set

prearranged by the teacher, and builds his/her solution strategy assembling written texts and
visual representation:; built in the visual representation environment;

= a visual representation environment where the student can perform experiments through the
interaction with a number of available microworlds;
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= a communication environment where different kinds of interactions, between teacher and student
and between student and student, arc possible.
In the data-base environment the student can consult previously developed problems or can

access the communication environment.
The teacher environment, available only to the teacher, allow him/her to configure the system

according to the specific needs of the students involved.
As a consequence of this structure, in our project hypermedia technology plays a twofold

function: it is a tool for organizing working environments of different nature and tor developing
cognitive processes. In particular: as a tool of organization, it gives rise to a close interplay
between various ways of action within different environments which arc meaningful in relation
with the field of knowledge involved; as a tool of thought, it may connect these opportunities of
action to the activation of cognitive processes that allow the pupil to get the solution of a
problem after the development of those planning, building, communicating and consulting skills
that characterize the acquisition of 'doing arithmetic'.

In fig.1 the structure and the organization of the ARI-LAB system is sketched together with
the main functional links among the environments the system is composed of.

The problem of browsing assumes a particvlar nature in our system. The goal (solution of an
arithmetic problem) is clearly stated from the beginning. The user has to find out the
opportunities offered by the system and to perform actions in order to fulfil the goal. In this
sense, the search strategy he/she has to follow is an exploration strategy (see McAleese, 1989)
coupled with the production of appropriate resolution actions. To perform this strategy a graphical
interface seems appropriate.

Thc user interface is completely mouse-driven, and is designed to present the user with a
sequence of structured display frames whose activation depends on his/her choice.

In the sequel we are going to give a brief account of the environments that are part of our
system explaining our Organization and implementation choices from both technical and
educational viewpoints.

DATA BASE ENVIRONMENT PROBLEM SOLVING TEACEER ENVIRONMENT
ENVIRONMENT

t.DB : teacher's Data-Base; s.DB : student's Data-Base; p.DB : collaborative partner's Data-
Base; Corn.Env. : Communication Environment; s.b.Env. : strategy building Environmem;
v.r.Env. : visual representation Environment; v.r.Con. environment for the Configuration
of the visual representation microworlds; t.DB.Con. : environment for the Configuration of the
teacher Data-base.

> . it represents the possibility of structural modifications of the environment indicated by
the arrow as consequence of actions performed in another environment.

---> . it represents the links among stacl, 'ion-ie and the main environments of the system

Fig 1: General structure of the ARI-LAB system with the main links among its environments.
Problem solving environment
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In the problem solving environment the user is presented with an arithmetic problem,
expressed in written form, for which he/she has to find a solution, building a resolution strategy.
This strategy is built in the strategy building environment. In order to build his/her strategy thc
student, at each step of the resolution process, can access the visual representation environment,
choosing one of the available microworlds to get a representation of his/her resolution step. The
complete solution for the given problem is the synergetic result of a group of actions and
processes performed in the different microworlds. The user can activate the communication
environment at any moment, in order to send, or receive, a message or the (complete or partial)
solution of the current problem to, or from, some other user connected with him/her. The user can
also save in the data-base the resolution he/she has received.

In fig.2 the user's interface of the system when the problem solving environment is activated
is shown.

Visual representation environment
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di rappresentazione fai click
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Luigi e Michele put together their swings. They own
40,500 Lit. In at Michele put 12,000 Lit. more than
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Communication environment Strate Fy building environment

Fig.2: Interface of the prop .cm solving environment with an example of a problem solution.
This environment is composed of: a strategy building environmem, a visual representation
environment, and a communication environment.

Visual representation environment
This environment is composed by a number of visual representation microworlds the user can

interact with in order to build his/her own resolution strategy.
The representation microworlds available arc at present: 'abacus', 'coins', 'simplified

spreadsheet', 'line of time', 'histogram makcr', two different microworlds for integer division,
'measurement division' and 'partitive division'.

Somc microworlds arc strongly characterized on the semantic ground ('coins', 'line of time'),
others ('abacus', 'histogram' and 'spreadsheet') allow morc formal, content-independent
representations of mathematical objects, others ('integer division' microworlds) are of a mixed
nature and have been planned based on observations of pupils' behaviours (see Boero et al., 1989).

I.YLJ 86



In fig.3 the user's interfaces of the system when the microworlds 'line of time', 'coins' and
'simplified spreadsheets' have been respectively selected arc shown.

We are not going to provide a detailed account of the features of the different microworlds here
but. we only point out the main technological and cognitive aspects that characterize them as a
whole.

From the technological standpoint, this environment is built so that, at any moment, only one
microworld can be selected by the user. Within each microworld there are links that point to a
virtual set of options of graphic animations, which arc of different kinds:
= there are animations consisting of the generation of symbolic objects both under the user's

control (e.g. generating a particular coin, a ball in the abacus, an interval on the line of time,
etc.) and automatically by the system, based on parameters given by the user (e.g. construction
of an histogram given a table of data and a measurement unit);

= there are animations consisting of some transformation of symbolic objects (e.g. a coin may be
changed and replaced by other coins). These actions arc performed by the system after the user
has determined their features, which are automatically checked by means of sets of rules
incorporated in the system. For example, if the. user propose an incorrect change for a coin, the
system does not execute it but prompts a warning message.

= there are animations consisting of spatial movements of objects or of combined actions
(generation, manipulation or movement of objects). For example, a coin may be moved and
arranged (i.e. changed with other coins) in a different way.
In any microworld backtracking is always allowed in two ways, if somc action does not give

suitable results: step by step or automatically, according to the ways the action has been carried
out.

From the cognitive standpoint, the microworlds offer the pupils the opportunity to perform
resolution steps with an immediate visual feedback; in this way an interplay is promoted among
anticipation, action and visual representation, which is crucial, in our opinion, to thc development
of arithmetic competence. Moreover, working within thc microworlds strongly promotes the
development of pupils' trial-and-error strategies, through a process of progressive schernatization,
where the 3tatement and evaluation of hypotheses plays a crucial role (on the interplay between
hypothetical reasoning and problem solving see Ferrari, 1992).

Pupils, when working in the microworlds, deal with symbolic objects, which in general can
mediate between the semantics of the problem and the underlying mathematical structure;
moreover, in some contexts, s nbols can be used just in order to foster the construction of a
mental representation of the pro Acm situation.
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Fig. 3: Examples of the interfaces of three different microworlds: 'coins', 'line of time' and
'measurament division'. In each microworld various actions arc possible in order to generate and
to manipulate symbolic objects.

Communication environment
Thc communication environment is built in order to offer the user the possibility of

communicating with another user who is in contact with him via a modem or a local network
connection.

As previously pointed out, thc communication opportunity is a kcy factor in the acquisition of
problem solving skills, since it fosters the development of different ways of reasoning and of
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different resolution processes when dealing with a given problem situation. The system offers
different communication opportunities to the user (distance communication via a modem
connection or local communication with the teacher or with another student of his same class)
which may induce different cognitive processes. The social interaction process mediated by the
computer allows to:
= foster the construction of a stronger and more functional link between production and

interpretation activity;
= aid the pupil to recognize and make clear his/her communication goal and to plan the related

actions;
= use the different available languages (verbal, visual and mathematical) not only as tools to

organize one's own thought but also to communicate the products of thought.
The analysis of these processes is quite new in educational computing research and seems very

promising; we hope that the realized system can be an useful tool at this regard.
Our research focuses on exploring an alternative architecture to the one usually present in

educational computing (student - computer) in which at least three agents take part in the learning
process (student computer - collaborative partner).

Th- user interface is realized so that the access to the communication environment is possible
at a time of the work with the system. When an user wants to communicate with another user
he/she can select this option with the mouse and, in this way, he/she accesses the communication
environment with its own commands and links. When receiving a message, the user can decide to
immediately read it or to delay the reading.

Data-base environment
The user access the data-base environment when he/she wants to consult previously developed

and classified problems or when he/she wants to consult problems he/she had previously sa,red
(his/her proper problems or problems received from other users). The classification of previously
developed problems (by teacher or system designers) is done according to the visual representation
form through which their solution is presented.

If there are two or more solutions for the same problem (using different visual representation
forms) mutual links are present to associate them. In the user interface links are visualized so that
the user can decide to consult alternative solutions by selecting the L:orresponding icon.

The user interface is built so that previously developed problems, problems solved by the
actual user and problems received by other students are logically organized in different databases
(see fig. 4). This is done in order to help students in their consultation activity. Student's own
solutions, or solutions received from others students, arc not classified according to the used
representation form, as are the problems solved by the teacher, since in the process of building a
solution, the student can decide to Literact with more than one of the microworlds available, at the
different stages of the resolution process.

The user can access the data-base environment at any time of his/her work within the system.
In no case he/she can directly copy a part of a solution, taken from the data-base, in its strategy
building arca. On the contrary, he/she can send or receive problem solutions (or part of solutions)
to other users connected.

Database exploration can start from the pupil's own experience (databases of the problems
he/she has previously solved or received by another student, ordered according to time) or from the
database of teacher's solved problems. Within this last datapase the student can perform the
exploration according to two main criteria: he/she can look at other problems solved within the
same microworld or follow the links leading him/her to solutions for the same problem within
different microworlds. The semantics underlying the organization of the databases is very
powerful: from one hand the relation to pupil's past experience gives the databases a temporal
organization, according to the time problems have been solved or saved; from the other hand there
is a semantics related to the way the different tools are used in the resolution of a given problem,
which is completely different from a classification of problems by type.

Our choices arc motivated by the following reasons:
= temporal organization, also because of students' age, is in our opinion the only critcrium which
can he fruitfully used by them in order to search for information in their past experience;
= database organization according to microworlds is due to thc meaning of external representations
as tools for structuring thought in relation to arithmetic knowledge.
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In this framework we think that the opportunity of solving the same problem within different
representation microworlds and, at the same time, of using the same microworld in order to solve
even semantically different problems may induce pupils to take into account the processes
underlying the use of a tool in different contexts. This choice is related to the function of external
representations in the resolution of problems, which can be regarded as tools of mind or,
conversely, as the record of pieces of knowledge built elsewhere. Moreover, we think that the
organization of teaching according to some taxonomy (such as addition, subtraction, ..., one step,
two steps problems ...) only damage Me construction of arithmetic knowledge, as widely reported
in literature (Chevallard, 1989).

Teacher environment
As previously said, the system has an environment, available only to teachers, which allows

them to set different layouts according to their choices. In particular the system allows the teacher
to choose the microworlds accessible bythe students and to choose local network and distance
communication connections. This implies that the interface of the system is dynamically and
automatically changed in order to take into account the teacher's choices; moreover, in the data-
base environment, links which associate different solutions for the same problem, arc
automatically updated. The teacher also uses this environment in order to produce problems
solutions and to save them in the data-base.

DISCUSSION

The hypermedia system wc have presented not only represents and structures information in a
given field, but also provides a set of work: . environments where the users can perform actions
allowing thcm to find out their own resolution procedures. There is not only communication of
knowledge but tools arc provided to construct it by means of different ways of interaction.

This feature makes the system significantly different, from a conceptual viewpoint, from
standard hypermedia educational systems, as far as thc user becomes an active subject not only
when navigating through the system, but also as builder of new knowledge.

The integration of hypermedia technologies with communication systems is another
innovative characteristic which make thc system an effective tool for collaborative work. Support
for collaboration is very important because interactive learning and teaching are inherently
collaborative and because hypermedia arc, in principle, well suited for collaboration (sec Tomek,
1991). Cooperation within two or morc users requires study of intelligibility, which implies to
consider problems related to the choice of the most easily understandable styles of hypermedia
presentation. These problems were considered in this system, as for example in the ideation and
design of visual representation microworlds, so that each representation of a situation (for example
a given layout of the abacus or of an histogram) is completely understandable by itself (and so can
be communicated by the user without the nccd of any further description).

A feature which put our system in a intermediate position between hypermedia systems and
knowledge based systems (Kibby, 1991) is its characteristic of obtaining, under suitable
conditions, an automatic feedback to a performed action based on system knowledge. Actually, in
each microworld, the user's manipulation actions arc controlled by a set of rules which prevent
some specific incorrect step by the user. This characteristic can induce a reflection on given
mathematics aspects (for example the decimal notation) even if the control of the strategic plan is
up to the user.

The system has been designed based on the exploration of effective styles of presentation, with
a shift of focus from technical bias to contents. Other innovative aspects are the capability of
providing teachers and students with tools to develop learning according with consistent
pedagogical models, and the chance given to the teacher to configure thc system according with
his/her needs.

The system offers the possibility of extending and of tailoring it to other mathematics areas,
such as algebraic problem solving. This can be done quite easily since the system is done in such
a way that it is possible to add other microworlds independently from the ones which are already
present and to add examples of solved problems (and corresponding links) without having to
intervene to the previous saved ones. The possibility offered to the teacher to configure the system
according with his/her specific needs gives the opportunity to change the microworlds and the
databases to work with without intervening in the general structure of the system.
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We think that the use of computers in this context may extend Vygotskij's idea of 'zone of
proximal development', as the child, with the aid of computer technology, may do what she could
not do by herself nor even with the assistance of an adult. This hypothesis, we are going to test in
classroom experimentation, is based on the belief that the system can activate interactions highly
effective in order to promote the development of arithmetic problem solving skills.

Within the different microworlds the work with the computer may take the form of a social
interaction integrating action and communication in a dialectical way; the opportunity of learning
also depends on the visual feedback available in the microworlds that allows the student to
elaborate and justify action schemes oriented towards the attainment of a given goal. Moreover,
the interaction between students mediated by the computer may affect the inner mental processes
of the subjects and the nature of the communication between them as far as it is goal-oricnted and
always subject to rules.

At last, the navigation through the databases of solved problems leads to new forms of
exploration and interaction with the knowledge they contain. The development of a resolution
strategy can be performed only within the inicroworlds, which implies that a resolution by
analogy with some other strategy included in the database has to be reconstructed through the set
of commands of the microworld corresponding to the representation involved.
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Intelligent retrieval of video stories in a social simulation
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The stories of experts capture the realities of a realm of knowledge from an experienced
perspective. Such stories are often important in novices' learning (Lave & Wenger, 1991),
(Schank, 1991). In this paper, I describe SPIEL (Story Producer for InteractivE Learning), a
multimedia retrieval system for educational stories, and its integration into an architecture for
teaching complex social skills, such as management, diplomacy or selling.

SPIEL is embedded in an intelligent learning-by-doing architecture called G uided Social
Simulation or GuSS. GuSS provides a social simulation in which students can practice social
skills in an environment where mistakes are not as costly as the real world. The goal is to
accomplish for the social environment what the flight simulator accomplishes for the physical
environment of the cockpit (Haber, 1988). Currently, this architecture is being used to develop an
application, YELLO, for teaching the fine points of selling Yellow Pages advertising. (For more
on GuSS and its precursor ESS, see (Kass, et aL, 1992), (Kass & Blevis, 1991) and (Blevis &
Kass. 1991).)

Videotape, interactive videodisk and other multimedia technologies are frequently part of
education in social skills, particularly in the corporate world (Craig, 1990). They are usually used
to re-create social environments as in (Stevens, 1989), but this is not the role stories play in GuSS.
In GuSS, the stories of experienced practitioners, preserved on video, help students reflect on their
expel ience in the recreated social environment of the simulation, and let them compare their
experiences with those of experts.

In the GuSS system, SPIEL is like an experienced instructor watching over the shoulder of the
student. It monitors the simulation and presents stories from its library when they are relevant to
the student's situation. Since stories describe principles as they apply in action, telling relevant
stories in the context of a simulation is a particularly useful way to link the student's experience in
the simulation to general principles of practice (SOW-, 1991).

A YELLO example

For YELLO, we have gathered approximately 200 stories about selling Yellow Pages
advertising from interviews with expert account executives. To see how the program combines
simulation with the telling of these stories, consider the following representative scenario:

The student is assigned to sell an advertising grogram to Swain Roofing Co. and is
given the name of Mr. Ed Swain, the owner.
The student calls the client and sets up an appointment.
Upon arriving at the Swain's home, she meets Lucy Swain, Ed's wife and finds that
Ed is not yet there.
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The student carries on small talk with Lucy but does not discover that Lucy "keeps
the books" for the business and fails to gather any business information that Lucy
could have provided.
Ed Swain arrives.

This is a good time to give some feedback to the student. She has misjudged Lucy's role in
the business and missed her opportunity to get some business information from an important
source. Without feedback, the student might not realize that this opportunity existed. One of the
stories in the YELLO library is relevant and the Storyteller calls the student's attention to it. Here
is the text the student sees on the screen, along with a transcription of the story told in the video:

If you assume that Mrs. Swain will not have a role in the business of Swain Roofing,
you may be surprised. Here is a story in which an account executive made a similar
assumption and was wrong:

(Video: I went to this auto glass place one time where I had the biggest surprise. I
walked in; it was a big, burly man; he talked about auto glass. So we were working on a
display ad for him. It was kind of a rinky-dink shop and there was a TV playing and a
lady there watching the TV. It was a soap opera in the afternoon. I talked to the mon a
lot but yet the woman seemed to be listening, she was asking a couple of questions. She
talked about the soap opera a little bit and about the weather.

It turns out that after he and I worked on the ad, he gave it to her to approve. It
turns out that after I brought it back to approve, she approved the actual dollar amount.
He was there to tell me about the business, but his wife was there to hand over the check.
So if I had ignored her or had not given her the time of day or the respect that she was
deserved, I wouldn't have made that sale. It's important when you walk in, to really listen
to everyone and to really pay attention to whatever is going on that you see.]

An assumption that a spouse will not participate in an advertising decision may be
unrealistic. Think carefully about your assumptioas.
This example illu3trates the synergy between the simulation and the explicit instruction.

Without the story to provide the impetus to examine the situation, the student might never realize
\Oat opportunities were missed. However, without active engagement in the simulation, the
student might lack the motivation and context to understand and remember the story.

As seen here, SPIEL precales each video clip with an introductory paragraph called a bridge
and summarizes each with a coda paragraph. These text items must be generated by the program
at retrieval time. The bridge explicitly connects the story context to the student's activity; the coda
brings the student back to the events of the simulation by suggesting possible actions.

Teaching with stories

This example shows how a storyteller can teach by telling the right story at the right time.
Intelligent tutoring systems have traditionally used modeling techniques to determine when to
intervene and what to say, but they have been applied where the knowledge being taught is fairly
narrow and well-defined. A system to teach social skills cannot operate in this way. No one
model of expert social knowledge exists: there may be as many "right" ways to &olve a problem as
there are experts. To teach social skills, we cannot rely on a single body of knowledge,
representing what students are to learn. We can, however, gatner and use local knowledge
(Geertz, 1983), such as stories told by practitioners.

The student's own social knowledge is large and idiosyncratic. It would be very difficult to
gather enough data to build a model of what each student knows. However, SPIEL does not need
to model the state of the student's social knowledge in detail because it is not seeking to address
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specific errors with its stories. The storyteller's goal is to expand the student's vision of the
domain beyond what is happening in the simulation at any given time by bringing in relevant
experiences that others have had. This may involve student errors or not, and there may be stories
with conflicting messages. In apprenticeship situations, stories are used to show possibilities
outside of the current experience in exactly this way (Lave and Wenger, 1991). Consider the
following example:

The student memos to get the customer to buy a larger ad by demonstrating that co-
operative programs with manufacturers will pay for part of the increase.
The customer sees this as a way to pay less for the same ad, and decides not to
increase the ad's size.
The student fails to sell the larger ad.

The student has not made an error in introducing the idea of co-operative advertising. Co-op
programs are frequently used with great success, and the storyteller has stories about how they
have been invoked to help sell an ad program by making it more affordable. It is important to tell
such a story at this point, because it shows the student the difference between the real world and
the simulation. The student will be interested in hearing such a story, since it confirms her chosen
approach.

Learning by doing is frequently driven by failures such as this: unsuccessful results or unmet
expectations. Failure-driven learning theory in cognitive science (Schank, 1982) holds that there
is a central cycle in performance learning. Learners make predictions about results of their own
actions or the behavior of others, and test these predictions by observing what happens. If all goes
well, these expectations feed into decisions about the next action or prediction. However, if the
expectations fail, the learner has failed to understand something about the world. To prevent
future failures, the learner must explain how the failure occurred in sufficient detail to allow the
problem to be fixed.

Explanation is often the most difficult aspect of the prediction-observation-failure-explanation
cycle. The learner has to identify why the prediction was wrong and what to do to prevent future
errors. Stories can help this kind of learning in two ways. If the student has failed in some task,
the storyteller can recall a story that helps the student explain the failure, as the "co-op" example
showed. It' the student is heading in the wrong dirtction without being aware of it, a story can
point out the problem by showing where the direction is leading. It can spur learning by getting
the student to recognize a failure. This is the role of the "Wife watching TV" story.

The failure-based learning model indicates that what is important to model about students is
their state of interest, not their state of knowledge (Edelson, in preparation). If the system can
identify what the student is interested in explaining, it may be able to respond with a relevant
story. SPIEL has nine storytelling strategies, based on this model of learning from experience.
The first example showed the use of the Warn about assumption storytelling strategy. This
strategy calls upon the storyteller to tell a story about an incorrect assumption when it has
evidence that the student may have a similar assumption, thereby getting the student to sec the
inappropriate assumption as a failure. The "co-op" example cited above uses the Demonstrate
opportunities strategy, which calls for the use of a story about a successful plan when the student
has failed while executing a similar plan, helping the student explain the failure and compare the
situation in the simulated world with the world of practice.

Using storytelling strategies

Stories themselves are the source of SPIEL's knowledge about what to teach. If an expert has
considered an issue significant enough to recall and tell a story about it, the system should try to
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Figure 1 SPIEL's processing

find an opportunity to tell that story. SPIEL finds tutorial opportunities for the use of these stories
by considering each story it knows about in the light of each of its storytelling strategies. To
recognize these opportunities as they arise in the GuSS simulation, SPIEL creates a set of
opportunity-recognition rules that can be applied while the student is interacting with the
simulation. This architecture divides the system's processing into storage-time
operations and minimizes the amount of inference that need be performed during student
interaction. The steps of processing can be summarized as follows (see also Figure 1).

At storage time:
1. Indices are attached to each story in the database.
2. Each of SPIEL's storytelling strategies examines each story index. If the strategy is

applicable, it will generate a set of opportunity-recognition rules for the story.
At retrieval time:

1. Opportunity-recognition rules are matched against the state of the simulation.
2. When a story is successfully retrieved, natural language texts (the bridge and coda)

are generated that integrate the story into the studenes current context.
In the following sections, I will describe SPIEL's indexing method and the storytelling

strategies. A discussion of the system of opportunity-recognition rules requires an understanding
of the internal operation of the GuSS simulation and is beyond the scope of this paper. Those
aspects of SPIEL and GuSS are covered in (Kass, et al., 1992) and (Burke, in preparation).

Indices

SPIEL's indices are created manually. Since YELLO's stories are in video form, automatic
processing would entail speech (and possibly gesture) recognition as well as natural language
understanding. SPIEL's design therefore calls for a human indexer to read a story or watch it
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Setting: step-of-sales-process(salesperson,_ pm-call)
business-type(service)
business-size(small)
business-partnership(auto-glass man, wife)
manied(auto-glass man, wife)
sales-target(salesperson, auto-glass company) .

Anomaly: salesperson assurn

Theme:

Goal:

Plan:

Result:

Pos. side-effect:

Neg. side-effect:

Assumed 4/4.

wife theme A--
Actual

il housewife business partner

hovitality help in decision

small talk evaluate resempati_on
positive evaluation
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Figure 2 Index for "Wife watching TY.2.

being told, and use an indexing tool to compose indices that capture interpretations of the story's
meaning. One such interpretation of the "Wife watching TV" story would be "The salesperson
assumed the wife would have the role of housewife, but actually she was a business partner."

This general form, "X believed Y, but actually Z," is a form of anomaly. An anomaly is a
failure of expectation that requires explanation (Schank, 1982). Typically, anomalous occurrences
arc what make stories interesting and useful, and they are a natural way to summarize what a story
is about. Anomalies are especially important in stories about engaging in social activity since
students are learning what expectations they should have and how to address expectation failures.

The anomaly forms the core of the index. Figure 2 shows the whole index for "Wife watching
TV." It contains, in addition to the anomaly,

the setting, the story's position within the overall social task, including a
representation of the social relationships between the actors in the story, and
intentional chains surrounding and explaining the anomalous occurences.

(This index structure is derived from the Universal Indexing Frame (Schank, et al., 1990).
See also (Domeshek, 1992) .)

This structure is considerably more complex than indices that we typically found in
information retrieval or even in the field of case-based reasoning from which this framework
derives. There are several reasons for this. Information retrieval systems that store text can search
their textual contents, if necessary. Since there is no computer-interpretable text in a video clip, all
of the information needed for retrieval must appear in the index. SPIEL's indices are detailed
because the system needs to find detailed correspondences between the events in the simulation
and the stories it tells. Its stories must be closely relevant, so there must be enough detail in the
index to verify relevance.

Storytelling strategies

A tutorial storyteller needs indices to know what its stories are about. It also needs to know
how stories can be usefully employed. For maximum educational impact, a story must appear
precisely at the time that the student is prepared to learn from it. A storytelling strategy, such as
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Warn about assumption combines a characterization of a type of story: a story about an
assumption that turned out not to hold, with a method for recognizing opportunities to tell such a
story: look for evidence that the student may have a similar assumption. Each strategy has a
pedagogical basis: the Warn about assumption strategy gets the student to recognize the
possibility of an erroneous assumption, a necessary pre-condition to learning how to avoid such
assumptions. Figux 3 explains SPIEL's nine storytelling strategies by showing what stories they
apply to, what storytelling conditions they impose, and, briefly, their rationale.

One interesting consequence of SPIEL's storytelling strategies is that the system must retrieve
stories based on structured comparisons between stories and situations. It differs from both
information retrieval and case retrieval systems that use overall similarity between retrieval cue
and retrieved item as the basis for recall. Retrieval of pedagogical stories requires careful
assessment of similarities, dissimilarites and other relations between cue and story.

SPIEL examines all indices for each story using every storytelling strategy. Each compatible
combination of story index and strategy yields a recognition condition descr:ption (RCD), a
representation of a tutorial opportunity, a situation that could arise in the simulation that would
make the story worth telling. For example, this is the recognition condition description for telling
the "Wife watching TV" story using the Warn about assumption strategy:
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WHEN the student is in the pre-call (information gathering) stage and speaking to someone
who is a partner Li the business and the spouse of the decision maker,
LOOK FOR Mat person having important information to provide, and

The student having failed to gather than information by the end of the
conversation,

THEN TELL "Wife watching TV" AS a "Warn about assumption" story.
The RCDs feed into the rule generator that translates them into rules for recognizing the

conditions they describe within the GuSS system. Creating the RCD requires knowledge about the
kinds of conditions that are present in the sinnlation, such as what role the student plays and the
kinds of actions available. ach strategy selects different aspects of an index as important a:id
performs operations to predict how the story could be told with that stzategy. Some strategies
require knowledge about how the student's mental state might give rise to certain actions.
Students do not always act in ways that clearly indicate their beliefs, but if they do, the system
should be prepared to respond. In this example, the Warn about assumption strategy has to
make use of the knowledge that the student's failure to ask useful questions is a good indicator of
an assumption on the student's part that there is no information to gather.

Conclusion

Through SPIEL, students can reference a large body of expert knowledge, as preserved in the
stories experierred practitioners tell. They do so without having to master a hypermedia interface
or formulate retrieval requests. SPIEL watches student activity and recalls stories that address the
student's interests of the moment. By modeling student interest using a failure-based learning
model, SPIEL can tell relevant stories without a detailed representation of social reasoning.
Currently, the system has 200 stories about selling Yellow Pages advertising, indexed by
structured indices that capture interesting or anomalous aspects of the experts' narratives.

SPIEL uses knowledge-intensive methods to turn its general indices into specific retrieval
rules appropriate to a particular application. This means tint stories can be indexed without
necessarily knowing the exact circumstances in which they might be told. SPIEL has a taxonomy
of storytelling strategies that use similarity, dissimilarity, and other relations to make structured,
strategic comparisons between stories and the situations in which they are retrieved.
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Introduction
LISA, (Learning La Active), is a group project with social learning as the central focus. The goal
of the project is to establish a multi-channel learning environment. By a multi-channel system, we
mean a system where a student engages in a social learning environment and interacts with various
agents who may be human beings or computer simulated agents. Furthermore, while multiple
learning cues from different media can be received in multimedium platforms, artificial
intelligence techniques arc adopted to search for adaptability and flexibility for both individual and
group learning. Thus, multi-channel social learning + multimedia + artificial intelligence. This
paper reports some issues arisen in conducting the research. In next section, the evolution of the
notion of social learning systems is traced. Then we describe research perspectives of LISA,
followed by a brief discussion in the last section.

Background
There is an old Chinese adage stating that the Five Educational Objectives are Morals,
Knowledge, Athletics, Sociability, and Art. Among these five educational goals, knowledge has
become so important that whether one can financially survive in a modern society depends on
what and how much one can learn. To meet the demand of the society, formal schooling has
become a prevalent method of education. Unfortunately, school teachers arc heavily burdened by
their role of transferring knowledge to students so heavily that they rarely find enough time to
pay attention to the students individual needs. Thus, schools can only function as factories of
producing massive graduates (Figure 1).

Commerce

Output >. Industry

Alp"
11111 I Civil Service

Figure 1 Schools as Factories

LISA is currently funded by National Science Council, Taiwan. Two dozen of researchers and graduate students from different
universities of Taiwan are involved in the project.
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Computer has already proved its momentous role in engineering in the Seventies and in
business in the Eighties. The emergent multimedium technologies, on the other hand, reinforce
the vision that computer can bear the same importance in education by the turn of this century. At
the early stage ot the development of computer aided instruction (CAI), many started with
stimulus-response approach because of the influence of the behaviorism in psychology and
realizing that computer can provide an interactive learning environment. Today, many CAI
systems have shown their strong abilities in various areas in education. Starting from the
Seventies and being spurred on by the interest of artificial intelligence, intelligent tutoring systems
(ITS), drew attention of many computer scientists and cognitive psychologists. ITS, modeled after
the idea of a one-on-one private tutoring, promised to pay better attention to individual student
needs. Thus, a substantial amount of ITS research in the Eighties was devoted to the study of
student modelling and cognitive diagnosis as well as representing domain knowledge and teaching
strategies.

Since the mid of the Eighties, the role of the computer as an authorized teacher for
transmitting knowledge has been being challenged by some researchers. Self and his colleagues
suggested that the computer can be treated as a collaborator (or a co-learner) [Self 85, Self 86,
GiSe 88, Cu Se 90] and argued that the teacher's role played by the computer should be de-
emphasized. Chan and Baskin [ChBa 88, ChBa 901 proposed that the computer can be simulated
as two coexisting agents, a teacher and a learning companion. The addition of the learning
companion to the traditional ITS model yields collaboration as well as competition. More
recently, Pathepu, Greer, and Mc Calla [PaGM 91] suggest an inverted ITS model that treats the
computer as a student and the human learner as a teacher. In summary, whether it is a
collaborative system such as People Power [Di Se 92], a learning companion system (LCS) such as
Integration-Kid [Chan 91], or a learning by teaching system, the scenario has the following
implications:

artificial learner can be modeled by the computer;

human students make cognitive gains by collaboration, competition, or teaching the
artificial learner; and

the computer can model multiple agents with different roles, like LCS, forming a small
society in learning.

The last implication is to recover the social context that has been lost in most computer-based
learning environments. Despite the existence of an artificial learner in the system, this line of
research coincides with the current interest of distant learning or computer si. Toned collaborative
learning by way of computer nctwork. Moreover, the advancement of mthumedium platforms
proviCes powerful devices to support complicated peer dialogue, gestures, and so on, making
complex social learning systems more viable than before.

Psychologists have conducted various studies on cognitive development under social
interactions. Piaget [Piag 67] regarded peer interaction as an ideal forum for helping children shift
away from egocentric views, enable them to consider multiple perspectives, foster a more
comprehensive mature conception to emerge, and thus take a leap to a higher level of
understanding. Vygosky [Vygo 78], the developmental theorist who most emphasized the social
nature of cognition, argued that cognitive development process is the gradual internalization and
personalization of what was originally a social activity. Learning in a social environment, thus, is
largely the individual re-enactment of the cognitive processes that was originally experienced in
society.
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Research Perspectives
We conceive the LISA project at the beginning of 1992, but its path can be traced back to 1988.
Thus, we describe the project in a few stages. In the first stage (1988 to 1992), after the
introduction of the LCS idea [ChBa 88, 90], the first prototype of LCS, Integration-Kid, in the
domain of integration was implemented [Chan 89, 91]. A knowledge-based architecture,
Curriculum-Tree, for LCS has also been developed [Chan 89, 92]. In 1991, instead of adopting a
computer simulated learning companion, we implement a distributed LCS, Distributed WEST, to
study learning effectiveness and motivation when human students learn together via network [Ch+
92]. Thc system is a revised version of a CAI classic WEST developed for the PLATO
Elementary Mathematics Project and ITS program [BuBr 761. Later, the design of a set of small
pedagogical programming languages was completed and used in thc course "Introduction to
Computer Science" for freshmen [ChWa 92]. Starting from 1992 where the second stage (1992 to
1995) began, more researchers joined the project and the research perspectives have been widened
and the level of study deepened. So far, in that stage, we have developed a model of learning
stages, OCTR, as a conceptual design framework for LISA [CLLK 931. Currently, several sub-
projects are launched out into further exploring social learning environments, extending the
Curriculum-Tree knowledge-based architecture, investigating student model and teaching
strategies, inquiring relationship between meta-cognition and social learning, and experimenting
and evaluating implemented prototypes with human subjects. Finally, in the last stage (1994 to
1996), apart from continuing to inquire the fundamentals of social learning, wc plan to integrate
technologies developed and evaluate the system in a large scale since by then the courseware for a
class of freshinen will be finished.

Domain
We have designed a -oherent set of highly simplified programming languages as the teaching
material, which consists of six languages, Core, Block, Lisp, ADT, Prodtypc, and SOOP [ChWa
92]. Core is designed for beginners to learn programming. It comprises of a few basic elements
of most high level programming languages. Block can be viewed as a subset of Pascal by
teaching block structure via nested function declarations as well as procedural abstraction,
structured programming, and top-down design. Lisp is a tiny subset of Common Lisp where we
teach recursion and a large data type, list. The last three languages arc designed for teaching the
prevalent object-oriented programming. ADT imitates CLU's Abstract Data Type [LiAS 771.
Prototype is a simplified language described in [Lieb 86] for introducing the concepts of
prototypical objects, delegation, and message-passing. Finally, SOOP is a Small Qbject-Qriented
Programming language that is a combination of ADT and Prototype.

OCTR: A Conce tual Design Framework
Social learning might not be ample for the students' whole learning process of a subject mattcr. In
seeking a "complete" conceptual design framework, we resorted to the evolving learning stages of
students and proposed a model, OCTR [CLLK 931, that is an extension of apprenticeship learning
[CoBN 891 and the three modes of learning by Rumelhart and Norman [RuNo 781. OCTR
consists of four stages : (i) Orientation (prior knowledge connection), where the system helps the
students relate their prim knowledge of the domain to learn; (ii) Coaching (knowledge growth),
where the teacher first models the task for the students, then help them handle the task on their
own mainly by scaffolding and fading; (iii) Tuning (knowledge articulation), where knowledge
restructuring is exercised via peer interaction and the teacher plays a less active role; and (iv)
Routinization (knowledge solidification), where students solidify their knowle ,.1? by keeping on
practicing, perhaps under some form of peer pressure.
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Learning under OCTR advances gradually as the amount of social activities increases.
Interestingly, OCTR can also serve as a framework for describing the cognitive development and
motivation of students, categorizing many existing teaching strategies, and better understanding
how to introduce meta-cognition and attitude in learning systems. Perhaps, most important of all,
OCTR can bridge traditional CAI, ITS, and social learning systems. Traditional CAI seems to be
best on orientation and routinization while ITS concentrates more on one-on-one coaching
(because there are more intriguing artificial intelligence issues such as student modelling in the
coaching stage than orientation and routinization stages); social learning, on the other hand, is
more appropriate in tuning and routinization stages.

Finally, we may use OCTR to describe the different educational practices in the East and the
West. In the competitive educational systems developed in some Asian countries, the survival of
public examinations is the main objective of almost all students, the emphasis is mainly on
modelling (a part of coaching) and routinization, and leaving other parts of coaching and tuning
unattained. However, many Asian families employ private tutors for their children. In the West,
orientation and tuning seem to be the key parts of the classroom teaching. Orientation and tuning
can encourage independent thinking and innovative ideas; but inadequate emphasis on
routinization may result in the decline of the students examination performance. This difference
in educational philosophies partly reflects the cultural difference between the West and the East.

Learning Environments
LISA is a system composing a number of sub-systems of different social learning environments.
Currently, we are investigating some learning environments in the large spectrum between two
simple models: the centralized LCS model such as Integration-Kid where there is only one
artificial learning companion and the distributed LCS model such as Distributed WEST where
there is only one human learning companion. For the centralized LCS's, we are exploring three
models: Three's Company, GLASS, and LNET. Three's Company (Figure 2a) is a direct extension
of the original LCS where the user learns together with two computer simulated learning
companions. The different performance and persona of the two companions generate interesting
cognitive and motivational issues. GLASS (Glassroom society dialogue model) (Figure 2b), is a
more complex model. It consists of two parts: the inner world (glassroom) and the outer world.
The outer world is an LCS model. The inner world is the subject to be observed and discussed by
the outer world. The glassroom is a general term. It may be an object, an episode of video, or
another small learning society. A daily life example of this model perhaps is the operating room
in a hospital where medical students outside the room observe the operatirn process through a
glass window and are explained by an instructor some critical points in the process. LNET stands
for Learning by NEgotiated Teaching (Figure 2c) where the human student negotiates with the
teacher a mutually acceptable learning goal and learns after the teacher before teaching the
computer student; and the process is repeated.

Figure 2a Three's Company

User
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The investigation of distributed social learning models (Figure 2d) was led by the
anticipation of the integration of ISDN technology and satellite communication and that there will
be more schools not located at centralized places in future. For example, the synchronized model
is one where all students face the samc computer teacher. If the teacher asks all students the same
question, students will then communicate with their own computer companion before giving an
answer. If the teacher does riot offer comments to any individual student, then each student may
have a private computer teaching assistant to help. Also, it shows statistics of the students'
answers and selects excellent answers or common mistakes to discuss. Because all students learn
from the same teacher, it needs to exert some synchronized mechanism during the learning
process. Another model we are looking at is the distributed version of reciprocal teaching [Pa Br
841 where an implicit cognitive task is partitioned into several explicit sub-tasks taken by different
students, and they take turns to undertake each of these sub-tasks. This is indeed a form of
distributed rolc playing game but in the context of learning. Besides, we are using distributed
social learning systems as intermediate systems before accomplishing a centralized learning
system. For example, to design LNET, a centralized learning by negotiated teaching system, we
start with some distributed versions of the system first because a distributed version would be
simpler and easier to understand. Finally, we are also developing a framework to classify and
analyze distributed social learning systems.

Figure 2c Learning by Negotiated Teaching Figure 2d Distributed Social Learning Systems

Student Modelling and Teaching Strategies
Because of better focus on learning environments, we do not include student model in the current
prototypes such as Three's Company and GLASS. Student modelling problem is more complex in
social learning systems than in ITS since a set of student models is required, instead of one. Apart
from cognition, student modelling embraces issues of meta-cognition, motivation, and attitude.
Several sub-projects set forth in this direction. Since we can view learning in social environment
as successive interpretations of the subject by different agents, a sub-project begins to seek for a
representation of conversational model of agents. Another research attempts to raise motivation
by developing effective dialogue model among agents. Also, engendering meta-cognition through
social learning is another sub-project's focus. To support teaching strategies in a social learning
environment, we also conduct a research on examining how to index examples.

Besides these issues, social learning represents a wide range of opportunities for contribution
of students' attitude and sociability. For example, in social learning environments, students learn
that making mistakes is a natural phenomenon in learning and experience sharing of success in
collaboration. In reciprocal learning, if there is a critic, students will find that negative opinions
are constructive to the outcome, especially when the outcome is compared with others. In learning
by teaching, the user helps computer learn, instead of being helped. This change of perception of
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interaction and the experience of playing an adult role in a productive way may help students
develop a sense of personal adequacy.

Multi-Agent Interface Design
Apart from text and voice, different agents' graphical facial expressions and gesture can potentially
animate social dialogue and emit informative elements. It remains to be a research issue to
generate learning information with higher density by coordinating these multimedium cesources
with consideration of the social status and persona of the agents. Furthermore, we had difficulty in
arranging the agents on the screen in our implementations of some prototypes. These are
important and practical issues and we are now formulating more precise research questions before
initiating a sub-project in this area.

Multimedium Knowledge-Based Authoring Architecture
To efficiently develop and incorporate artificial intelligence techniques, a multimedium
knowledge-based authoring architecture, OCTR-Tree, is currently being developed. Almost all
sub-systems will use it to implement in a year. OCTR-Tree supports the OCTR model and adopts
part of the Curriculum-Tree knowledge-based architecture features. Like Curriculum-Tree,
OCTR-Tree is based on the assumption that the domain knowledge structure is isomorphic to the
learning goal hierarchy which can be constructed through analysis. In this learning goal hierarchy
or tree, each node can possess a cluster of learning episodes. An episode is a small unit of learning
activity, usually having a beginning and an end. We can classify episodes into four types, namely,
0-episodes, C-episodes, T-episedes, and R-episodes. These episodes are distributed over the tree
and the whole discourse of activities is to sequence and run these episodes in the order: 0-
episodes, C-episodes, T-episodes, and finally R-episodes, in an iteratively spiral way. OCTR-Tree
consists of five components: an OCTR-Tree editing environment, a prototype-based programming
language, a class-based programming language, a tool set, and a multimedium object library.

Evaluation
Evaluation is an important part of the LISA project. A preliminary field evaluation has conducted
on the learning effects of Distributed WEST and the result is positive and encouraging [Ch+ 92].
Most students think that it is effective to learn with a companion. To our surprise, we found that
students seem to prefer competition to collaboration. This indicates that it needs more research to
study the invaluable learning motives and striving attin,de engendered by competition and try to
avoid the ill effects, caused by revealing strengths and weaknesses in comparison.

For the languages we have designed, we have used them in three classes at National Central
University and proved that they are achievable by the freshmen. Currently, we are comparing the
differences between two classes; one uses these multiple languages and the other, like most
traditional approach, uses a single imperative language, Pascal.

Also, we begin a comparison of social and self-directed learning and undertake a formal
evaluation of Three's Company to test both motivational and cognitive effects in some controlled
performance patterns; for example, the human student's performance is always between the two
learning companions, like a sandwich.

Discussion
To develop systems for students to use for today, not for the next decade, we plan to set up an
experimental classroom with over twenty Mac Quadra this Summer. We do not simply deliver our
learning sub-systems to users and then evaluate [Clan 92, MuWo 92]. Students and teachers take
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part in the design process from the very beginning. Produce simple systems initially, then
continue the development in the course of recurrent testing, observation, reflection, and redesign
until it is able to be formally evaluated and used.

It is our hope that the project LISA would serve to stimulate further research interest and
development effort in building effective multimedium learning environments. As the price of the
computer is falling, the power of computer is increasing, and the technology of multimedium
support is becoming more accessible, more than at any time we have an opportunity to create new
breeds of learning environments that ma, bring important impact to edLcation, even we believe
that a revolution in education has to N it for a new business to market learning effective
multirnedium software that is profitable.
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THE VISUAL INTERFACE:
Color & Location Coding In A Non-Linear Visual Display

WILLIAM W. CHAPMAN
Georgia State University

559 Willivee Drive, Decatur, GA 30033, USA

The traditional method of information dissemination is based on a linear form, and is
reflected in such printed material as the history textbook or the daily newspaper. How wc
structure the information search is a very important part of our daily activities, and that includes
the educational process. Often, the limitations of mass distribution guide our direction. Our
search procedure follows the established linear form in print and the electronic medium.
However, the application of multimedia in educational and consumer information presentations
provides a much more complex form of distribution. Multimedia opens up new potential for the
increasing quantity and complexity of information we must search and evaluate every day. lb
educate and inform effectively through the interactive media, we must first learn which
presentation techniques help achieve this goal. Two of these techniques involve the use of
location and color-coding in visual displays.

Interactive multimedia can be a powerful educator, however, in such instances when the only
communication link to the student is through the visual display, the exchange occurs in a single
mode. The visual interaction becomes the only means to receive information. Whether displays
of user instructions, content, or learning example, all data must pass through the visual channel.
This requires the observer to visually scan, process and identify every stimulus to determine its
function and response. Therefore, nonverbal instruction requires the user to concentrate more on
content. By following all the parameters of physical and psychological color perception, we can
code a substantial amount of information into a visual learning experience. The medium can
become the "teacher."

Consistency of location is a major part of our lifestyle, and the same concept applies to the
visual presentation. Screen designs are extremely effective when information is displayed in a
structured appearance, and expected information is where it should be . . . (Galitz, 1989).
However, location can only be beneficial when relavent or supported by the task. Repetition and
consistency of screen location have a positive effect on the time performance variable in a linear
presentation. "A consistency of screen location for links has proven superior to the use of color in
search tasks" (Christ, 1975; Aspillaga, 1991; Tsal & La Vie, 1988). Location was also superior to
symbols, shapes and even color-coding in the processing of screen displays (Aspillaga, 1991; Tsal
& La Vie, 1988). With a predictable location code, the search variable is basically eliminated.
The student has learned the location of the target, and immediately examines the stimulus at that
location. The process reduces to a simple identification task. As in most linear presentations, the
ongoing task is a forward progression. Therefore, a consistency of location makes the entire
search and identification process extremely efficient and effective.

In a non-linear presentation, a consistency of location targets may not always be possible, or
practical. Different topics can create an entirely different set of targets and responses. The
hierarchy and information flow can easily shift direction, or become totally new and unique.
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While individually, each topic may follow a linear path, there is the ability to jump interactively
between the visual design schema. Such non-linearity requires a new search task, which defeats
the advantage of location coding. This study examines the effect of non-linearity in a visual
sequence upon the search and identification process.

The other valuable technique for information display employs a color-coded scheme to
establish relationships, Targets contain a particular color value that, in linear form, is consistent
throughout a display series. Students are assisted in search and identification of stimuli by the
color value, which can remain constant while the exact target may change by size, shape, text or
any other manner. The color scheme can relate to a particular task, meaning or relationship. The
biggest advantage to using color over achromatic is the opportunity to provide additional
independent or redundant information to the student.

In many ways, color-coding is a much more versatile tool than location, The increased
capability to create logical progressions, form group associations, define ideas by nature of the
perceived or learned meaning of the color, or establish the link or pathway to a particular section,
provides a clear advantage. Independent coding can identify links and define relationships.
Redundant coding can perform those tasks as well as establish meaning, intervals and perceptions.
The use of color as a steering device in plinted or linear visual information can facilitate speed
and accuracy of identification and enhance the short and long term cognitive effects (Christ, 1975;
Green & Anderson, 1956; Lamberski & Dwyer, 1983; Smith, 1962). Students subjected to color-
coded instruction and testing scored significantly higher than a monochromatic control group.

We must, however, use color wisely. Any learned meanings of color values will often
supercede the desired response. Color values must be separated sufficiently to avoid confusion,
unless such proximity establishes a scale or progression. The number and type of colors on a
dioplay will directly affect the performance of the presentation. With multidimensional displays,
an increase in the number of non-targets containing the target color caused a substantial increase
in the search time. Such an "effective density" or density of items displayed in the same color as
the target, can cause havoc with the task (Cahill & Carter, Jr., 1976). In a display of multiple
colors, search time increases with an increase in the density, or amount of different display colors
(Smith, 1962). Therefore, when designing color displays, density is an important variable to
effective communication. Optimal coding efficiency generally occurs when colors limit their
range from four to seven.

ADVANTAGES OF COLOR AND LOCATION CODING

Create Group Associations
Define Logical Progressions
Decrease Search Time
Utilize Learned Meanings
Establish Links or Pathways
Define Intervals or Scales
Superior Processing Time
Create Perceptual Meaning

Color Location

Location and color-coding techniques enhance the effectiveness of linear presentations. In a
non-linear format, however, consistency of location or color is not a guarantee. To handle a large
amount of information, codes may require changing with the information. How will this effect an
observer who randomly moves about a presentation? A group of codes at a particular location
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may change relationships or value as the display format alters. In color-coding, the change may
be more severe. Coding that has established a meaning or direction may require a change with
new displays. Often, the information flow dictates the code in use. If the flow changes, as in a
non-linear format, the code changes. At this point, we would assume a decrease in the advantage
of location or color-coding. There is also a strong possibility that non-linearity may eliminate the
value of codes or even create a negative reaction.

As the use of multimedia grows in consumer, business and educational applications, the
importance of effective display interaction will magnify. In display dynamics, the ultimate
objective is one of performance. The speed and accuracy of the task, also short and long term
cognitive effects become the goal of the multimedia designer.

To achieve this goal requires an interactive analysis of screen location and color-coding of
stimuli in relation to response times in a non-linear visual display. This research will examine thc
ability of screen location, or target color when such location is not consistent, to cue the observer,
A secondary question will examine location and color to determine if location remains a superior
variable in a non-linear presentation. By examining the search times at non-linear points of a
presentation, we can hypothesize certain results.

i) A consistent screen location stimulus improves the performance time of a
non-Ancar interactive visual presentation.

2) Color-coded stimulus improves the performance time of a non-linear
interactive visual presentation.

3) A consistent screen location stimulus is more effective than color-coding in
improving performance time of a non-linear interactive visual presentation.

METHODOLOGY

The presentation vehicle for this study consists of a series of visual displays presented in the
HyperCard format on the Macintosh computer. The format resembles the typical on-line,
instructional "help" documentation available to users.

Three variations of this tutorial were randomly administered to 82 participants. Research
subjects included a group of university students as well as a group of multimedia professionals.
All subjects are computer literate to the extent of understanding the mouse and target selection
operation. 'I'herefore, basic computer instruction was not necessary. Subjects averaged a current
or completed college education.

To test the color and location variables, presentations were set-up in the achromatic control
group, chromatic coding, and location coding variations. In a Macintosh operating system,
applications or programs are stored in folders. The three versions, titled "Test 1", "Test 2" and
"Test were stored in an untitled folder. Therefore, the subjects had no indication of the
particular test they were to perform. After launching the application, the only involvement with
the participant was the test procedure.

The construction of the visual display involves two components. One element is the textual
information that simulates the on-line instructional message. Information was transcribed from an
Apple Computer, Inc. press release regarding the introduction of the new Powerbook Duo and
Macintosh IIvx systems. The textual displays, edited into a form more suitable for visual
displays, introduce observers to these new lines of Macintosh computers. This content was
revised and condensed so that no individual would have previously worked With the material.

Each screen contains one paragraph with a single message content. The message structure
and flow simulate a non-linear format. While the general topic remains the same, each screen is
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an individual idea with no linear relationship to another. The first screen of the display will carry
an introductory message that includes instructions for determining the appropriate target when
identified in the display text.
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Screen #1 - Sample Layout of Text and Targets

The task in all instances involves moving the mouse cursor to the target and pressing the
mouse button, a common Macintosh operation. Should the participant incorrectly respond to the
directions of Screen 1, a secondary instruction reminder appears on the screen. Only after the
observer understands the instructions and performs the correct response does the test continue.
The last sentence of each message reveals to the user the identity of the target. This sends the
user to the next screen display. An incorrect response returns a "beep" sound.

Nine screens comprise the presentation, Each display has a specific objective within the
series.

Screen 1 - Introduction/In Aion
Screen "T. A - Additional instruction
Screen 2 - Normalization (Initializes mouse/cursor position)
Screen 3 - Learn #1 - Level one of coding
Screen 4 - Data #1 - Level two of coding, measurement point #1
Screen 5 - Normalization - Disrupts linear code and reinitializes mouse
Screen 6 - Learn #2 - Level one of second coding
Screen 7 - Learn #3 - Level two of second coding
Screen 8 Data #2 - Level three of second coding, measurement point #2
Screen 9 - Termination

At two points in the series, screens come up with a single message indicating the next target.
These arc the two data points where response measurements will be taken. The reason for
including only a target identification on these two screens is simple. It avoids two problems with
the methodology. One is the different reading and comprehension speeds of subjects. While the
reading of a paragraph could vary significantly between respondents, the comprehension of five
words is much shorter. Therefore, differences in skill should be minimal for the data screens.
The relationship to the search task allows for a much more accurate evaluation of the variable.
Two, it avoids any advantage should the subject begin reading the paragraph from the end,
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thereby revealing the target first.
The second important element of the display is the set of target and non-target items.

Potential targets are numbered 1 - 8 for response identification, and placed in equally sized square
boxes to establish the area for the cursor. Targets are located at 45° intervals around the periphery
of the display. To maintain a non-linearity, numbers never repeat in the same location, and are
never seqw.Intially identified as the target. The displays may appear overly simplistic. This is
necessary to limit the outside variables of human interaction.

The control group viewed the achromatic, randomly located target version. Targets were
non-linear in location and identification, to avoid any pattern or repetition. To circumvent any
grey-scale contrast influence, all values were either 100% black or 100% white.

The chromatic group viewed targets that were assigned one of eight color values. The
identification of each target matched the achromatic version, allowing only for the color
enhancement to affect the result.

To detemiine the target color valL,;.:, a pre-test was performed on eight different hues. Colors
were assigned by dividing a 360° co:or wheel into eight equal 45° sections. Beginning at 0°, or
red, values were created each 45° interval, keeping all other levels of luminance constant. The
eight colors were then assigned to two different displays in an arrangement of targets similar to
the layout of the original targets. The values were arranged so that adjacent colors on the wheel
were not adjacent on the display to avoid any directional perception.

Sixteen respondents, viewing one of the displays, rated the eight values in order of dark to
light. Two colors, orange and magenta, were perceived by the largest percentage as the middle
values, and were assigned as the two target colors, with the other values representing the non-
target colors. The first data screen of the main experiment references the orange value, while the
second data point reflects a series of magenta coding. This change in the code also simulates a
non-linear movement of the presentation.

The location coded version is similar to the monochromatic version except in the placement
of the achromatic target. While the locations arc consistent leading up to the two data screens, the
target identification changes in the same sequence as the achromatic version. This isolates the
location variable. To avoid any pattern, no target identifier repeats in successive screens, only the
location. As in the chromatic version, the variable changes between points of measurement. In
this instance, the location of the target shifts after the first data screen to simulate a non-linear
direction.

RESULTS

The two independent variables, color and location, are hypothesized to effect a positive
change on the search time of the non-linear variable. An application of the Rest should
demonstrate any significant differences between the achromatic control group and the color or
location variables. All data measurements, unless indicated, are in ticks, which is 1/60th of a
secoad. Search times are based on the response time of the data measurement screens.

Target Search Times

Variance S.D. Mean

Achromatic 4359.40 66.03 225.34/3.76 seconds
Location 11954.39 109.34 182.69/3.04 seconds
Chromatic 22743.41 150.81 291.73/4.86 seconds
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Mean search times reveal an advantage to location coding (X=182.69/3.04 seconds) over
color coding (X=291.73/4.86 seconds) or the achromatic version (X=225.34/3.76 seconds). As
with linear presentations, location coding provides a faster search time for display targets. Color
targets created the longest search times of the three non-linear versions.

An analysis of location coded stimuli revealed a significant difference to the achromatic
group (F1,118.10, p<.01). The advantage of location coding can reduce the search time
variable of almost any achromatic presentation.

The difference in color coding is also significant, however, the effect is opposite of the
expectation (F1,108=13.56, p<.001). Search times took longer than the achromatic variable. This
would indicate some strong limitations of color-coding in non-linear applications.

Obviously, an analysis of location and color codes revealed a significant advantage to a
system of location stimuli (F1,104=27.63, p<.001). Location remains a superior influence on
search time in relation to color coding.

Reliability followed a slightly different sequence. Standard deviation for the achromatic
variation (SD=66.03/1.10 seconds) was smaller than the location (SD=109.3411.82 seconds) or
color coded (SD=150.81/2.51 seconds) versions. Deviation levels increased with a change in the
simulated non-linear structure.

A breakdown of data points measurements within each version reveals a different direction of
deviation. The mean search time increased between the two points of the achromatic version.
Both search time and reliability for achromatic targets became less effective during the
presentation.

Comparison of Data Points Within Versions

Variance S.D. Mean

Achromatic 1 2243.61 48.21 219.38/3.66 seconds
Achromatic 1 5810.67 77.58 234.76/3.91 seconds

Location 1 14106.64 121.03 211.37/3.52 seconds
Location 2 8278.37 92.72 154.00/2.57 seconds

Chromatic 1 25700.56 163.49 317.54/5.29 seconds
Chromatic 2 18607.89 139.11 265.92/4.43 seconds

Contrarily, the coded versions achieved more effective responses as the presentation
progressed. Location improved response time and reliability. Color-coding, although not as
effective, also improved student response. As reliability diminished for the achromatic targets,
the coded variables increased. Search times also reflected better success during the presentations.

An analysis of measurements between data screens within each version indicates a significant
advantage only in location coding. Even then, the confidence level suggests only minimal
reliability (F1,52=4.94 p<.05). Achromatic and color coded applications had no significant
difference in the two areas of the presentation.

DISCUSSION

The advantage of location coding over color is evident in non-linear visual displays. The
repetition factor is easily learned and applied from display to display. Once the method
establishes, the concept carries along, eliminating the need to scan all targets. Should the
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previous location be incorrect, then a random search begins. Only then does the process return to
the same level as other coded or uncoded displays. It can be suggested that, because of effective
location coding, a relationship between content and location can be an extremely useful tool in
non-linear presentations. There is some value noted in the cognitive effect of the location
variable. The ability to learn location, in association with a redundant content selection, should
produce a low search time compared to other methods of coding.

There is strong evidence to show that Hypothcsis #1, proposing an advantageous value on
location coded displays, is valid. A consistent location, even in a non-linear flow, provides faster
search times. Within individual linear divisions, the location variable increases in value and
importance by maintaining a content and response association.

The use of color coding provided an opposite, and unexpected result. Search times were
signif mntly higher than either the achromatic or location version. Since the chromatic variable
was the only addition to the achromatic version, this additional stimulus created a negative result.
Once such cause for increased times could be the number of color values. Eight different hues
exceed the recommended four to seven colors that most research indicates as optimum. The
increased density produces several non-targets that must be processed by the observer. It could be
suggested that all non-targets must be evaluated against the target to determine the accuracy of the
target before response. If valid, this argument also could support the lack of any learning effect
between the two data points of the chromatic version. However, there may be other factors that
influence the outcome.

As a repetition of location created a "probable" target that assisted the search task, location
also may influence the search point of the next color target. Observers, when presented with a
new display, may cognitively return to the original location as a starting point for the search, thus
giving the advantage to location coding, which the results indicate. In the same schema, the
student may first search the "probable" xation, and determine its color value. When the target
color does not appear at the "probable" location, or is not the necessary response, the search
begins again, as in all variables. Therefore, it becomes a game of chance, in which the odds of
location, always being the first choice, come out ahead. The significant negative outcome of
Hypothesis #2 demonstrated the reverse effect of color-coding in relation to a non-coded display.

The method of coding is not always apparent to the user. In all three variables, prior
knowledge of the system was not indicated, or suggested, by the structure. Therefore, some
influence may have occurred in the realization of a coded sequence. One would suggest the
advantage belong to any coded system.

The location coded displays were significantly faster than the color-coded versions
(F1,104=27.63, N.001). Under the conditions of this study, we can safely assume the increased
performance value of location coding. Hypothesis #3 presents a useful guideline when designing
this type of visual presentation.

Each test can be separated into two measurement groups. The first point follows two stimuli,
the second after a change of target and three displays. Only in the location study did any
significant learning curve appear (F1,52=4.94, N.05). Location responses significantly improved
as the coding scheme progressed. Color results, although demonstrating a similar trend, were not
large enough to support such an argument. The increased density may require more repetition to
be effective. The achromatic revealed negative results. While no conclusion can be reached, it
does open an interesting avenue for further research into coded patterns with repetitive non-linear
displays.

From the results we can suggest certain guidelines regarding coding in a non-linear format.
After an evaluation of the task to be performed, a criteria of performance objectives can assist in a
coding objective. Results indicate search times most suitable to a location coded system. Such a
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system may be valuable when students need to retrieve or search information quickly. The
advantage of speed enhances volume of information and economics of operation.

Color coding does not perform well under these circumstances. Future research must explore
the ability of color in non-linear application to perform other functions. Redundant coding in
conjunction with location may provide additional advantages, as search times could be
supplemented with additional data based on color. Educational presentations are the likely
candidates for supplementing information with color-coded stimuli. The tools of learning can
easily be incorporated into redundant and repetitive schemes. The ability to associate color with
content or learned meanings also can work with location and/or content directions. While no
conclusion on learning effects could be reached, this study illustrates the potential for cognitive
processes to have an influence on repetitive non-linear presentations. Future research also can
explore these combinations over a series of non-linear displays with varying levels of repetition.

One reason for longer color coded search times involves the display density. Eight values
were displayed, more than the recommended value in linear forms. By applying the four to seven
values limitation of linear approaches, we can evaluate different density variables. It could be
speculated that any introduction of color has a negative effect, however, I speculate that color will
show similar characteristics to linear forms in non-linear formats. Research also can examine the
ability to multi-code color and content. The effects of redundant color coding may prove superior
to location when the evaluation of content becomes a more important task.

The characteristics of color and location coding suggest similar advantages and disadvantages
between non-linear and linear presentation. By further research into the limitations of coding
variables, we can design and implement better educational and information interactive
presentations based on their strengths and combined advantages.
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Introduction

This paper discusses a resource-based approach to presenting learning materials. A platform
for delivering such materials is introduced, and our early experiences of using this system in a
teaching environment are summarised.

In the past, the time required to create computer assisted learning (CAL) material has
limited its introduction into mainstream education. Typically 100-150 hours has been cited as
the time required to produce one hour of instruction (Christie, 1990). Also, material produced in
this way is difficult to update and becomes redundant as knowledge changes. Furthermore, no
two teachers have exactly the same views on how a subject should be taught, which means that
CAL material is not often used outside of the institution in which it was developed. A resource-
based approach integrating current hypermedia practices can address all of these problems by
permitting the creation and integration of new material and the customisation and easy updating
of existing material. In this way it is possible to overcome the limitations of traditional CAL
which have prevented the widespread use of computer-based materials in education.

In 1992 the U.K. Universities Funding Council (UFC), announced that it was making
provisions for the development and delivery of computer based learning materials for higher
education under the Teaching and Learning Technology Programme (TLTP). The aim of the
programme was "to make teaching and learning more productive and efficient by harnessing
modern technology" (UFC, 1992) and builds on previous U.K. funding initiatives such as
Computers In Teaching Initiative (CTI) and Information Technology Training Initiative (ITTI).
Funding was provided for subject based consortia, which consist of departments from several
institutions working together to create courseware for a particular subject, and institutional bids,
which involve the creation and delivery of courseware as part of an institutional infrastructure
with backing from senior management. A number of the successful bids involved the use of
Microcosm (Davis, Hall, Heath, Hill & Wilkins, 1992; Fountain, Hall, Heath & Davis, 1990), an
open hypermedia system, as the delivery platform: in particular the University of Southampton
was awarded a sizeable grant to integrate the use of technology into the teaching on a number of
high profile undergraduate courses, using Microcosm as the central platform.

This paper describes the Microcosm model and philosophy, and explains the advantages of
taking an open, resource-based approach to the development and delivery of learning materials
over traditional CAL practices. We describe early experiences in creating materials for the
Microcosm environment, paying special attention to the features of the system which make
authoring in this way different from traditional practices. Finally, we look at the initial use of
Microcosm by students of History and Biology at the University of Southampton.
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The Microcosm Model and Philosophy

Microcosm consists of an open message passing system combined with a number of viewers
and filters. Viewers are programs that can display the various formats of text documents,
pictures, sound and video. They can communicate with the filters to establish what active areas
exist in a particular document, and allow users to make selections within the document, then
choose actions such as following a hypertext link. The information concerning the selection and
action are then bundled into a message which is sent through a chain of filters, each of which has
the opportunity to respond to the message by taking some action. Particularly important filters
are the linkbases which contain all the information about Has and which can respond by
offering the user the opportunity to display the document which is the destination of the link.
Other filters provide aids to navigation, dynamic link services and link creation facilities.

In brief the advantages that such a system offers when producing learning materials are as
follows:

a. No Mark-up in Documents
All the information concerning links is held in link databases or linkbases. This means that

by installing different linkbases, as appropriate, it is possible to provide different views on the
same set of documents. It also means that it is possible to continue to view the document using
the application that created it, which is necessary to keep the system open and to allow inter-
application hypermedia functionality.

b. Open Architecture and Connectivity to Other Applications
It is possible to make links that dispatch other programs with a given dataset as a

Microcosm viewer. More importantly it is possible to follow links from third party applications.
In the Microsoft Windows version of Microcosm this may be achieved via the DDE where the
third party application supports such communications, or else via the clipboard. The process of
adapting an application to talk to the Microcosm message system typically involves writing a
few lines of code in the application's macro language: currently we have added such
functionality to Word for Windows, Toolbook, the SPANS Geodata system, Superbase, MS-
Access and Autocad, as well as producing our own specialist viewers for around ten other
common formats such as text, bitmaps and Windows Mem-files.

If learning at a computer is to be about more than simply absorbing information and
responding to set questions, then the system must offer both the author and user a seamless
interface to the normal applications and tools that make up the entire system; for example a
mathematician may well wish to use a package to investigate the shape and behaviour of a
function. In such cases it should be possible to link into and out of the required package.

Since the architecture and message system of Microcosm are open it is very easy to extend
the functionality of the system to suit the needs of a particular application area: furthermore it is
possible to distribute Microcosm functionality across different machines on a network, even
where the machines themselves have differing architectures. Unix and Macintosh versions of
Microcosm are currently under development.

c. Reduced Authoring Effort.
In most hypermeda systems links have specific source and destination anchors. Microcosm

supports such "specific" links, but also supports more general links. "Generic" links have a fired
end point, but may be followed from any point where a given selection occurs within a
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document or specified set of documents. This means that it is possible to create a single link to a
piece of reference material, which may then be followed wherever the specified source selection
occurs without having to re-make the link at every possible source point. This facility makes it
possible to put together sets of reference material on a particular subject domain, and allow users
access to this material from whatever point in whatever document they are currently examining.
For example, we have made good use of a Dictionary of Biology, by automatically generating a
set of generic links to each term in the dictionary. Now, by intalling this linkbase along with the
others in any application in the biology domain, the user has immediate access to all this
information from any document.

There are a number of other ways of following links in Microcosm. Documents may have
associated keywords which may then be used for link following. Also text documents may be
pre-indexed .to allow a built-in information retrieval system to attempt to match suitable
documents or sections of a document from a query made from a text selection (Li, Davis & Hall,
1992). Authors find this facility particularly useful when attempting to produce links in very
large bodies of material, and this feature is a fundamental tool for deducing relationships
between various documents where no appropriate links have been previously manually authored.

d. Selective Browsing.
Both links and documents in Microcosm may have user defined attributes. These attributes

enable us to attach keywords and descriptions to the documents and links. These attributes allow
users to make queries of the system. It is possible to navigate the document collection entirely
by document attributes.

The resulting Hypermedia system has an intrinsically different feel from most other
Hypermedia systems. In effect Microcosm provides a link service which supplements the normal
navigational facilities provided by the operating system, resulting in an environment in which
the onus is on the students to interrogate the system in order to find answers to questions which
are formulated either by themselves or by a tutor - i.e. the student must ask the system "what
other information do you have about subject X ?"; most other systems take the opposite approach
- i.e. they announce to the student "I have information on subject X", thereby reducing the degree
to which the student dictates the course of the interaction, and reducing the requirement for the
student to formulate and ask questions. This free-ranging environment is ideal for providing fast
access to large volumes of multimedia material, as is often required in conducting research, but
may however be either intimidating for naive users, or inappropriate for some teaching needs. In
these cases, more formally defined routes through a body of information are required, which are
provided in the form of Mimics. These are tours through a particular set of multimedia
documents which may be define by an author, and which may be followed by the reader, but
without sacrificing the facility of being able to follow other hypertext links as and whcn
required.

The requirements of the various TLTP projects

Microcosm is quite unlike packages such as Toolbook and Authorware. These packages
concentrate on providing very smart delivery of carefully prepared material: Microcosm
concentrates on allowing users to browse through large bodies of material in a seamless manner.
Because of this fundamental difference we have only a little experience of the sort of techniques
that authors will use in delivering teaching materials using the system. As the TLTP programme
is getting under way and a number of lecturers in a number of subject areas are starting to
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produce delivery materials using Microcosm, we are beginning to get feedback on the sort of
special facilities that authors require.

Principally we have found that our user community has broken down into two distinct
groups. The first group wishes to use Microcosm as the entire delivery mechanism. The second
group wishes to use some other package (Toolbook, Authorware and Guide are notable
examples) for the front end delivery of the teaching materials, but wishes to use Microcosm for
linking together the materials. The advantages of this approach are:

a. Microcosm may be used to launch any application. A common requirement is to launch one
application to simulate an experiment, while simultaneously launching a hypertext with
explanatory notes.

b. Once Microcosm is running it can provide a link service over and above that provided by
closed hypermedia systems. It is possible to follow links from one package through to another
package. A common example of this is to have a set of reference material defining terms that
will be used throughout a body of teaching material. Using Microcosm's generic links it is
possible to follow links to the reference material from whichever package the student is
currently working.

c. Microcosm allows separate logins for each user. (Windows and DOS do not have any
concept of different users.) This means that Microcosm can keep track of who is using the
system, and allow staff to configure the system in different ways for different users.

d. All Microcosm messages may be monitored. It is therefore possible to produce statistics of
what information is viewed, and how that information is accessed.

In section 2 it was pointed out that the open architecture makes it easy to add mw
functionality. There have been three notable requests for enhancement of the basic model as
described in the previous section.

a. A student progress logging system
Much importance has understandably been attached to measuring student progress through a

body of materials. Microcosm has a logging filter, which saves a copy of every message that is
sent through the filter chain. This allows open ended analysis of user interactions with the
system. Teachers have asked us to provide specific tools to analyse these log files.

b. An event monitoring system with active buttons.
Currently Microcosm actions and buttons are actuated explicitly by the user. However,

authors have identified occasions when they wish to make Microcosm take some action when a
specific event occurs. An example of this is the request to load a text file to the screen at some
specific point during the play of some piece of mus.-.: or some video. These examples are being
dealt with by introducing the idea of automatic links, similar to those described in Palaniappan,
Yankelovich & Sawtelle (1990), into the appropriate viewers. More problematic have been some
requests to monitor events in applieotions which are not Microcosm aware and canDot be
programmed to send messages when the required event occurs.
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c. Extended Mimics.
The current Mimic system allr vs an author to define a linear route through a set of

documents. The author has limited control over the appearance of the document. There is a
demand for greater control of the desktop from the Mimics, so that the author can control
exactly what appears in front of the user. This is particularly important when a student is being
introduced to the system, and we are attempting to provide such control initially by a simple
scripting language. Later we will provide a graphical interface for the author to produce such
scripts. A further enhancement we hope to introduce to the Mimic system involves allowing
various branching and looping structures.

Experiences of Authoring

Many of the problems which are experienced when using hypermedia are in part due to the
fact that not much serious authoring has been done on material which is intended for users rather
than on material which is intended for research purposes (Hutchings, Hall, Briggs, Hammond,
Kibby, McKnight & Riley, 1992). However, some work has been done on hypertext authoring
and patterns are beginning to emerge about how authors go about creating hypermedia learning
materials (Kidd, Hutchings, Hall & Cesnik, 1992). Previous experience indicates that the
authoring process is as follows:

a. define the content in general terms
b. create a pictorial overview of the main topics
c. begin to create material
d. level of detail increases
e. new links and content are incorporated into structure
f. refine and update as you go

It is important to note here that whereas in the past content has been defined completely
before any programming or work on the computer began, with the highly interconnected
information environment that is possible with hypermedia systems, the design process is an
ongoing one, with the need for new links and content areas only becoming apparent during the
process of authoring.

Establishing a resource-based approach to the creation of learning materials is different
again from the task of authoring closed hypermedia applications. It comprises two parallel and
continuous processes. First, the resource material must be collected together and made available
in a suitable format. Links are created between individual pieces of information to create what
might be referred to as 'raw hypermedia'. However, as has been pointed out before, this is not a
suitable environment for learning to occur (Hutchings, Hall, Briggs, Hammond, Kibby,
McKnight & Riley, 1992) . Educational hypermedia must support a variety of purposes, from
providing introductory material for naive learners, through to a general information resource for
experienced learners or even those who are experts in their particular field.

The second stage is therefore one of refining or tailoring the resource-base to meet specific
needs, for example by providing guided tours, or creating alternative link sets for different
groups of users - one set for introductory learning, another more extensive set for experienced
learners. Thus the same basic material is available to both groups, and inexperienced learners
have access to the same information as experienced learners, but the complexity of the overall
resource-base is hidden from them until they can 'find their feet' in the system.
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First Experiences of Using Microcosm in a Learning Environment

At the time of writing this paper we have completed three surveys with students, tne first of
which involved using Microcosm to store and deliver notes for a course introducing computer
programming (Davis, Hall, Hutchings, Rush & Wilkins, 1992). There were about 50 students on
the course and they were required to use the system for at least one session in order to complete
some coursework: many used the system more than this. From this exercise we learned
important lessons about how to present the features of Microcosm to the user, and also about
how to log the system use so that all a complete reconstruction of a session would be possible.
These lessons have been fed back into the system, and we are now piloting work for the TLTP
project. Currently the system is subject to much more extensive use by both students and
courseware developers.

Another group of users of the system have been History students (Colson & Hall, 1991), and
this year they have produced dissertations in Microcosm. Cell Motility, an applicatkin for
undergraduate Biology students developed using Stack Maker (Hutchings, Carr & Hall, 1992) a
Macintosh based toolkit, has been extensively tested (Hall, Thorogood, Hutchings, & Carr,
1989; Hall, Thorogood, Sprunt, Carr & Hutchings, 1990; Hall, Hutchings, Carr, Thorogood &
Sprunt 1993; Hutchings, Hall, Colbo rn, 1993). The content and structure of this application has
been ported to Microcosm, and this system is being used with undergraduate biology students for
first time this year, and students' reactions to the system have been interesting (Hutchings,
Wilkins, Weal & Hall, 1993). Responses regarding the effectiveness of the system were
encouraging: 80% of users enjoyed using Microcosm, 88% felt that Microcosm was an effective
learning resource, and 85% said they would use it again as a general source of reference.
However, only 65% disagreed with the statement "This 'high-tech' route to information is
intimidating", suggesting some unease with the Microcosm environment. 82% found
manipulating windows easy, so the intimidation must have been due to factors other than the
multiple windowing environment. Only 9% of students using the original Stack Maker version of
Cell Motility said they felt intimidated by the technology, and since the two systems offer
essentially equivalent functionality, the cause of this problem is not immediately apparent.
However, the overall reaction to Microcosm was extremely positive.

As the TLTP projects continue to prepare courseware we will gain further experiences of
how authors wish to use Microcosm, and how we can help them to make best use of the system.
A large part of the problem that we face in introducing such a system into the university is in
overcoming entrenched attitudes. Many believe that prior failures using traditional CAL
demonstrate that technology offers no added value in teaching, at least at university level, and
others have fixed ideas about the sort of delivery system they wish to use and are unwilling to
.Aplore other routes.

Conclusions

In the future there is a good chance that a large proportion of learning in higher education
will be via technology based systems: the fact that the UFC has initiated the TLTP in the U.K. is
evidence of this. If this endeavour is to succeed, the obstacles encountered with traditional CAL
- large authoring times, difficulties with updating and personalising material, the prescriptive
nature of the delivery medium, etc. - must be overcome. We believe that a resource based
approach such as that encouraged by Microcosm will provide a basis from which many of these
problems will be solved.
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Evolving from Multimedia to Virtual Reality

CHRISTOPHER J. DEDE
Center for Interactive Educational Technology

George Mason University, Fairfax, VA 22030, USA

Multimedia must bridge from its current role of augmenting data delivery in convenzional
instruction to instead fostering a new model of teaching/learning based on learners' navigation and
creation of knowledge webs. Such a transformation requires evolving today's often fragmentafy
multimedia applications into more structured inquiry approaches that build on web-like
architectures from hypermedia. As a further stage of development, through advances in
visualization and virtual communities, multimedia can become the basis for rich virtual "worlds"
that provide both intellectual and emotional stimulation.

Two stages of multimedia's potential evolution involve incorporating hypermedia to enable
knowledge construction by learners and using visualization and virtual communities to create
artificial worlds. Such advances would make multimedia the core of an information infrastruzture
that could be a driveshaft for educational reform. Without such a transformation, multimedia risks
continuing its present status as a hood ornament for the conventional classroom, contributing
some motivation at the risk of causing intellectual indigestion through information overload.

Multimedia and Hypermedia

Using decontextualized learning-by-telling pedagogical strategies to prepare students for a
world that is increasingly complex and culturally diverse is dysfunctional. Media-based, situated
learning-by-doing is an emerging instructional paradigm essential for leveraging major increases in
educational effectiveness. Much recent work in cognitive science has centered on "cognitive
apprenticeships," characterized by student activity in mastering authentic activities rather than in
solving decontextualized problems such as those at the end of textbook chapters (Brown, 1989).
Resnick (1987) describes ways in which one can design learning environments so that they build
on people's abilities in real world settings, enabling them to more easily master new competencies
without formal instruction.

Multimedia technologies have great potential to empower learners' mastery of authentic
activities. The leverage that sophisticated multimedia provides stems from a synthesis of multiple
attributes rather than any single characteristic: learning via structured discovery; motivational
power; ability to tap multiple learning styles; web-like representations of knowledge; enhanced
mastery through learner authoring of materials; the collection of rich evaluative information;
technology-supported collaborative inquiry. At a time when the educational reform movement is
providing momentum for change, the sophisticated user-tailorable multimedia devices that are
necessary to support these instructional attributes are finally becoming P' 3rdable by schools. The
availability of this technological infrastructure enables extending beyond current multimedia
implementations to new types of instructional strategies that take advantage of multimedia's
unique capabilities.

Elsewhere in this Proceedings, our research group's work at George Mason University on
designing a multimedia prototype to foster higher-order thinking skills is described (see
"Multimedia, Constructivism, and Higher Order Thinking Skills"). Our ultimate goal is to build a
generic instructional shell for thinking skills that can be easily customized to multimedia content
across a range of disciplines, from science and mathematics to the social sciences and humanities.
As an initial step toward that objective, The Civil War Inte.active Project uses Ken Burns'
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documentary series on PBS, The Civil War, as the core of its multimedia database. With short-
term funding from the Corporation for Public Broadcasting and George Mason University and with
limited technical assistance from Apple Computer, our team has produced a design demonstration
for a computer-based instructional system that teaches a structured process for higher-order thinking
while learners engage in guided historical inquiry.

Hypermediathe associative, nonlinear interconnection of multimedia materialsextends this
type of sophisticated multimedia in several ways (Dede, & Palumbo, 1991):

The associative, nonlinear nature of hypermedia mirrors the structure of human long-
term memory, lessening users' need to map from how computers represent data to how
people store information.

The capability of hypermedia to reveal and conceal the complexity of its content lessens
the cognitive load on users of this medium, thereby enhancing their ability to
assimilate and manipulate ideas.
The structure of hypermedia facilitates capturing and communicating knowledge, as
opposed to fragmented data, allowing users to view their own mental models as visual
webs of nodes/links.
Hypermedia's architecture enables distributed, coordinated interaction, a vital component
of teamwork, organizational memory, and other "group mind" phenomena.

Multimedia systems that store the pattern of users' traversal through the database, such as our
projected thinking skills shell does, enable learners, teachers, and researcher to track students'
progression through knowledge webs in the content material. This allows more reflective learning,
as well as sophisticated evaluation strategies that trace shifts in students' patterns of thought.

The ultimate potential of hypermedia is to evolve beyond knowledge representation to
knowledge construction, so that the learner can modify/add nodes and links. Few hypermedia
systems provide tools to support this type of activity, yet these capabilities are crucial to advance
students past passively assimilating knowledge to actively creating their own mental models.
Research and development in this area is essential to shifting multimedia from a visual database to
a knowledge construction set. Such an evolution is r;rucial to the development of evaluation
systems that move beyond measuring factual retention into assessing mastery of higher order
cognitive skills.

In Schrage (1990), Alan Kay analyzes the implications of new media through the question,
"What does a medium ask you to become in order to use it?" Print requires a rational reader;
television, a passive observer; the telephone, a conversationalist. When structured into learn;ng
environments that motivate guided inquiry, hypermedia has the potential to develop more user
metacognition (thinking about thinking) than linear media. While reading, listening, and viewing
are passive in linear media, web structures demands continuous choice and navigation on the part
of the learner. This strength of hypermedia representations provides a bridge for transforming
fragmentary multimedia databases into richly detailed virtual worlds.

Virtual Realities

Trainers have long used technology-based simulations to mimic simplified real-world
environments. However, virtual realities are qualitatively different than small-screen models
because entering and exploring a "world" is a more intense mode of human-machine
communication than "conversational" interfaces in which the user commands the computer to do
something, then waits for a reply (Walker, 1990).

The key capability that artificial realities for learning add to current simulations and
microworlds is immersion: the subjective sensory impression that the user is "inside" a synthetic
environment comprehensive and realistic enough to induce the willing suspension of disbelief.
Much research is needed to clarify all the variables that affect this sense of immersion. At present,



most work by investigators studying artificial realities centers on achieving sensory
(predominantly visual) fidelity to shift the user's frame of reference and sense of personal space.
However, this focus on objective realism neglects other, more subjective dimensions that underlie
immersion. For example, dreams are immersive even though their sensory and epistemological
fidelity may be low. As another illustration, a well-written horror novel read alone at night can
induce strong suspension of disbelief even though no visual images are utilized.

A weak analog to immersion interfaces that many readers will have experienced is the IMAX
theater, in which a two-story by three-story screen and high resolution images can generate in the
observer strong sensations of motion. Adding three-dimensionality, highly directional and realistic
sound, an even wider visual field, and the ability to interact with the virtual world through natural
physical actions produces a profound sensation of "being there," as opposed to watching. Because
common sense responses work in artificial realities, the learner quickly develops feelings of
mastery, rather than the perception of helplessness and frustration typical when first attempting to
use a new information tool.

Also, these types of educational environments are strongly motivating, since designers of
virtual worlds can readily incorporate three powerful levers for emotional involvement: fantasy,
challenge, and curiosity (Malone, & Lepper, 1985). Artificial realities can be tailored to the
affective needs of individual learners, incorporating fantasy characters matched to the student's
personality in challenging games or complex adventure-worlds. Of course, these fantasy settings
must be carefully designed to suppress the learning of behaviors harmless in a virtual environment,
but hazardous in the real world (e.g. walking through a buzz-saw).

In addition to providing through immersion greater mastery and motivation than simulations,
artificial realities can support two types of "magic" strongly conducive to learning: visualization
and virtual communities. Virtual environments that simply mimic reality have their uses, such as
allowing learners to experience activities that are dangerous or expensive in the real world.
However, adding the ability to magically act in ways impossible in the real world opens up new
dimensions for education. Through visualization, learners can manipulate typically intangible
entities such as molecules and mental models; through virtual comm. -tines, students can interact
in rich psychosocial environments populated by simulated beings.

Visualization

Imagine a medical trainee in an artificial reality entering a room labeled "Laboratory." Inside
are three types of tangible, manipulable objects. First, the learner can explore the uses of
commonplace laboratory devices such as microscopes and centrifuges. Second, the learnei can
manipulate typically intangible physical objects such as molecules, altering size to perceive in
detail their three dimensional configurations and experimenting with maneuvering two molecules
together to understand how one catalyzes a change in the other. Third, the learner can perform
similar actions with typically intangible cognitive objects, such as mental models or knowledge
structures, looking for geometric patterns that expose the similarities and differences of contrasting
theories.

The term applied to rich artificial realities for visualizing information is "cyberspace," from a
science fiction novel by William Gibson (1984). The vision of our civilization a couple decades
hence that Gibson presents is both intriguing and plausible. The "nervous system" of global
business is based on workers manipulating huge virtual structures of data in a shared artificial
reality; teleoperation (performing activities over distance) and telepresence (mimicking face-to-face
contact through video/graphics representations) dominate human activity. Some "cybernauts" are
interested in having life imitate art and are building computational tools that would enable
Gibson's imagined future.

The fundamental idea underlying visualization is that of displacing cognitive complexity into
the human visual system. Human beings have very powerful pattern recognition capabilities for
images. Spatial data management systems and scientific visualization have established thatwhen
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symbolic meanings are mapped into visible attributes such as shape, texture, size, color, and
motionincreased insight into underlying structural patterns of information is attained (Tufte,
1990).

The virtual medical laboratory outlined above would support two types of visualization
embedded in an artificial reality: "sensory transducers" that allow users' eyes, ears, and halids to
access previously imperceptible phenomena (such as a molecule) and "cognitive transducers" that
perform a similar function for intellectual entities. Sensory transducers provide a means of
grasping reality through illusion (Brooks, 1988). Using computers to expand human perceptions
(e.g. allowing a medical studentlike Supermanto see the human body through X-ray vision) is
a powerful method for deepening learners' intuitions about physical phenomena.

Realistic, directional sound is attainable today to enable auditory transducers, and visual
transducers already exist through computer graphics. However, tactile forcefeedback is a difficult
and expensive hardware challenge; for the early 1990s, cost will likely restrict haptic transducers to
applications, such as exploring molecular docking sites, that necessitate people's very delicate and
important sense of touch (Minsky et al, 1990). Together, all these types of sensory visualization
modalities can combine to intensify immersion in a magical environment of previously intangible
physical entities.

A second form of visualization, cognitive transducers, make intellectual entities such as
knowledge structures visible and manipulable. They are a logical extension of sensory transducers
in enhancing the power of artificial realities for education. Transforming the symbolic into the
geometric via data visualization is useful in situations where the amount of data is large and
interacting with the data to shape its presentation can aid in interpretation.

A leading-edge illustration of generic data visualization approaches is the Information
Visualizer, an experimental interface that uses color and three-dimensional, interactive animation to
create information objects (Robertson, Card, & Mackinlay, 1991). Designers of educational
"microworlds" (simulations in which the user can change the rules by which the virtual
environment functions) also frequently incorporate cognitive transducers. For example, the
Alternate Reality Kit allows the user to see and manipulate abstractions such as Newton's Law of
Gravity (Smith, 1987).

Beyond visualization, a second type of artificial reality magic is virtual communities. Learners
can interact in rich machine-mediated psychosocial environments populated both by videolinks to
other people and by simulated beings. These simulated beings may be avatars (computer graphics
representations of people) or knowbots (machine-based agents); each adds an important dimension
to education in artificial reali4

Virtual Communities, Knowbots, and Avatars

Enabling people to communicate effectively across barriers of distance and time by forming
virtual communities is an emerging goal for information technology. During the last decade, the
field of computer-supported cooperative work (CSCW) has established that developing productive
technology-mediated human interaction involves complex psychosocial issues that extend well
beyond earlier models of simply transmitting data along a channel from sender to receiver (Greif,
1988). Com,...mication depends on affective as well as cognitive interchange; researchers studying
collaborative educational environments are just beginning to conceptualize the complicated
emotional dynamics of peer teaching and learning.

During the 1990s, wide-area, broadband information infrastructures such as the National
Research and Education Network (NREN), will increasingly link educational sites. Learners' adept
use of email, voicemail, videomail, and direct audio/video can improve the spectrum of expertise
available in their training. However, the types of task structures and interpersonal relationships
required for effective usage of these media differ from those conventionally utilized in face-to-face
interactions (Sproull, & Kiesler, 1991). Training learners to use technology-mediated
communication effectivelywhether over email or in artificial realitiesinvolves more than
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simply mapping skills from face-to-face encounters into the virtual environment (Dunlop, &
Kling, 1991).

As discussed earlier, situating education in virtual contexts similar to the environments in
which learners' skills will be used helps their knowledge to transfer. When the material involved
has psychosocial as well as intellectual dimensions, the design of authentic experiences to embed
in artificial realities for education becomes more complex. In addition to physical and cognitive
entities, instructional developers can include simulated beings (avatars and knowbots) in the virtual
environment.

One example of such a training application involves software engineering education; students
are trained in a technical process, code inspection, that is one stage of a formal methodology for
software development (Stevens, 1989). Using hypermedia, Digital Video Interactive (DVI), and
rule-based expert systems, the Advanced Learning Technologies Project at Carnegie Mellon
University has created a virtual environment similar to a typical corporate setting. The trainee
interacts with this artificial reality in the role of a just-hired software engineer still learning the
profession. Through direct instruction and simulated experience, the student practices the process of
formal code inspection.

The learner can access various rooms in the virtual software company, including an
auditorium, library, office, training center, and conference facility. Machine-based agents
(knowbots) that simulate people, such as a trainer and a librarian, facilitate the use of resources to
learn about the code inspection process. Via specialized tools in the office, the student can prepare
for a simulated code inspection, in which he or she can choose to play any of three roles out of the
four roles possible in this formal software review process. For each inspection, a rule-based expert
system utilizes DVI technology to construct knowbots that simulate the three roles not chosen by
the learner. This knowledge-based system controls the topic of conversation; determines who
should speak next; and models the personalities of the knowbots in the inspection meeting,
altering their cognitive and affective perspective depending on what is happening.

The learner uses a menu-based natural language interface to interact with these simulated
beings, who model behaviors typical in code inspection situations. The student not only can
choose from a wide range of options of what to say, but can determine when to make remarks and
can select the emotional inflection of his or her utterances, from a calm passive tone to an angry
aggressive snarl. By mimicking the reactions likely from human participants in a real simulation,
the knowbots provide the learner with a sense of the strengths and weaknesses of different
intellectual/psychosocial strategies for that role in a code inspection.

Without using artificial realities and knowbots, this type of authentic experience is very
difficult to simulate in classroom settings. Not only is the training environment dissimilar from
the corporate context in which software development skills will be used; but also students do not
know how to roleplay exemplary, typical, and problematic participants in code inspections.
Through kr1;:wbots, the instructional designer can provide paradigmatic illustrations of how to
handle a variety of situations, without the expense of having teams of human actors perform for
each individual learner.

Distributing the intelligence incorporated into artificial realities among simulated beings raises
challenging instructional design issues. The quality of what students learn is determined by the
accuracy with which a knowledge-based system can simulate not only human reasoning, but also
people's personalities and emotions. This is a very difficult task, necessitating knowledge
acquisition about psychosocial dynamics as well as intellectual issues.

Another design issue posed by knowbots is whether students will profit more by interacting
with a variety of partial machine-based intelligences (a collaborative learning/peer teaching
perspective) or with a single, omniscient source of knowledge (an intelligent tutoring systems
perspective). Students may empathize more readily with flawed simulated beings (e.g. a "good, but
still learning" moderator for code inspections) than with an intelligent coach who has mastered
every aspect of the educational domain. Programming several machine-based agents with highly
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focused skills is also easier than constructing a single, broad-based knowbot; knowledge-based
systems work best for narrow, well-specified domains.

The simulated beings in artificial realities for education need not all be machine-based agents.
Military and aerospace research projects have created telerobotic technologies that allow operators
to control devices across distance (Fisher, 1990). These enable the creation of educational
environments that provide a virtual link between remote learners and real world settings; for
example, a student can manipulate industrial process technology without physically traveling to
the factory (Uttal, 1989). An extension of teleoperations is telepresence, which allows people to
interact across distance via avatars (computer-graphics representations), as opposed to direct video-
links.

For example, SIMNET (Orlansky, & Thorp, 1991) is a training application that creates a
virtual battlefield on which learners at remote sites can simultaneously operate military equipment.
Complex data-objects that indicate changes in the state of each piece of equipment are exchanged
via a telephone network interconnecting the training workstations ("dial-a-war"). The appearance
and capabilities of graphics-based avatars representing military equipment alter second-by-second as
the virtual battle evolves. Through this telepresence approach, a widely distributed group of
personnel can engage in simulated real-time warfare without the necessity of gathering the
participants at a single site to conduct combat.

Some of the representations in the SIMNET artificial reality are avatars controlled by human
beings; others are knowbots whose actions are generated by a knowledge-based system under
general human guidance. Similarly, the virtual world for code inspections described above could be
redesigned to incorporate both avatars controlled by human agents and machine-based knowbots.
For any given artificial reality for education, balancing the different types of beings interacting in
the virtual environment (avatars, knowbots, video-links) is an interesting issue for instructional
design research.

As users interact in virtual environments, intriguing interpersonal dynamics emerge that are
quite different from typical real-world encounters. People participating in artificial realities often
feel as if knowbots are real human beings, an illustration of the general principle that users tend to
anthropomorphize any type of machine-based agent. Joseph Weitzenbaum's Eliza program, which
simulates a Rogerian therapist, is an example of this tendency; some users type in responses to
Eliza's prompts for hours, attributing human understandings to a pattern-matching natural language
program that has no conception of people's emotions or behaviors.

As a complement to responding to knowbots as if they were human, participants in a virtual
world interacting via avatars tend to treat each other as imaginary beings. An intriguing example of
this phenomenon is documented in research on Lucasfilm's Habitat (Morningstar, & Farmer,
1991). Habitat was initially designed to be an on-line entertainment medium in which people could
meet in a virtual environment to play adventure games. Users, however, extended the system into a
full-fledged virtual community with a unique culture; rather than playing pre-scripted fantasy
games, they focused on creating new lifestyles and utopian societies.

As an entertainment-oriented cyberspace, Habitat provided participants the opportunity to get
married or divorced (without real-world repercussions), start businesses (without risking money),
found religions (without real-world persecution), murder other's avatars (without moral qualms),
and tailor the appearance of one's own avatar to assume a range of personal identities (e.g. movie
star, dragon). Just as SIMNET enables virtual battles, Habitat and its successors empower users to
create artificial societies. What people want from such societies that the real world cannot offer is
magic, such as the gender-alteration machine (Change-o-matic) that was one of the most popular
devices in the Habitat world.

Users learned more about their innermost needs and desires by participating in Habitat than
they would have by spending an equivalent amount of time listening to psychology lectures.
Similarly, social scientists are discovering more about utopias by studying Habitat's successors
than they did by researching communes, which were too restricted by real-world considerations to
meaningfully mirror people's visions of ideal communities. Giving users magical powers opens up
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learning in ways that trainers are just beginning to understand. As with any emerging medium,
first traditional types of content are ported to the new channel; then alternative, unique forms of
expressionlike Habitat are created to take advantage of expanded capabilities for communication
and education.

Interactive, shared virtual worlds enable experiments to determine the leverage that
collaborative learning provides in immersive artificial realities. How well students can use their
usual face-to-face communication skills through the medium of a virtual reality interface via
"avatars" (computer graphics representations of individuals) is an important topic for exploration.
The types of functionalities that are important in empowering cooperative learning in a medium
richer than electronic mail, but less direct than direct videolinks, also deserve investigation.

Unlike passive, linear media such as television, artificial realities center on immersion and
collaboration. Education in the future may balance learning experiences in three types of
environments: contemplation and introspection via books and symbolic media, immersion and
collaboration in virtual communities populated by knowbots and avatars, and traditional
student/instructor interaction in conventional teaching/learning settings.

,Conclusion

Technology evolves in waves of innovation and consolidation. The advent of "motion pictures"
about a century ago ushered in civilization's fourth medium, another dimension to communication
beyond spoken language, written language, and still images. Later, new technologies appeared to
embellish the capabilities of moving images: broadcast and narrowcast television, videotapes,
videodiscs, multimedia, hypermedia. Now all of these are merging into a synthesis so far beyond
its individual components that it constitutes a new medium: artificial realities.

Part of the educational implications of this medium center around its channel, which is rich
and powerful enough to mimic the meta-medium in which we live, the real world. Other
instructional implications come from the content that cybernauts are embedding into this channel:
sensory and cognitive transducers, virtual communities made up of people's avatars and of
machine-based knowbots. Together, channel and content form the message of this new, immersive
medium, which is still too indistinct to fully comprehend, but appears both fascinating and
frightening.

Any powerful information technology is a double-edged sword: a source of either propaganda
or education. Through advances in information technology, virtual environments can now be
created that seem intensely real to participants, yet may be false to the true nature of reality in the
same way that fractally-generated mountain ranges are not valid depictions of physical topography
and geology. Artificial realities, virtual communities, and knowbots are emerging technologies
whose fusion with multimedia/hypermedia has enormous potential to improve education.
However, teachers and learners must recognize that these instructional vehicles carry intrinsic
content that can empower or subvert the goals of an educational experience. Careful research is
needed to understand how to optimize the design and utilization of virtual worlds for education.
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I - Introduction

The new technologies of communication have a rapid evolution which is due to two inter-
dependant progress :

- the rapid progress of data networks ;

- the integration of different media and interactive devices in the same workstation.
This technological progress has given opportunity to develop new user-centred applications.

This is of course the case of hypermedia for the access of multimedia database (Mulhauser, 1991).
But it is also all the various kind of remote cooperation or collaboration such as Tele-medicine,
Tele-Expertise and of course Tele-teaching.

The domain of the Computer Medir (7ommunication is rapidly changing to reflect the
aforementioned evolutions. The Computer Lmipported Cooperative Work takes benefit of these
ncw possibilities. Traditional group communication systems such as audio or video conferencing
take new ways with their association with the computer which can give a rapid spread of their
uses (Watabe, Murakami. Ishikowa, & Kamae, 1985).

Our interest is to apply this potential to the education field. In effect, the important needs for
education, either initial for kids or continuing education for adults, have produced new learning
methods and systems. Distant learning or Open Learning has given a new development with the
help of multimedia technologies and tools.

However, the focus is too often put on production of multimedia documents for the courses
(the authoring process) and their electronic deliveries (Multimedia database). In fact it is also
important that the learners, especially those who are insulated in their homes or enterprises, have
access to "Social' resources" : i.c. tutors, teachers, advisors or others learners.

So we have developed some tools to support cooperative learning which arc analog to thosc
implemented in the field of CSCW or groupware. For this purpose we have designed an open
platform which supports both asynchronous or synchronous communication (Derycke, Viéville, &
Vilcrs, 1990). In this paper we will present only the synchronous aspect which deals with
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multimedia and extension to broadband 1.

El - A general architecture fpr supported distant cooperative learning in real time

IL1 - An overview

Our architecture was severely constrained by the educational context of our applications. The

first constraint is the cost of the learner's workstation and the network access. The second is the

disseminated nature of the users : they are spread in various location which could be home, small

or medium enterprises, big companies or learning resource centred. This configuration is quite

different that those encounter is the field of Office Automation for CSCW of groupware
(Crowley, Milazzo, Baker, Fordsick, & Tomlinson, 1990). Effectively the learners are not
members of the institution which delivers the distance teaching. They are temporary users of the

systems and they can have access from several different locations and workstations. Those

reasons, combined to the necessity to control the access to the shared resources, lead to choose a

relatively centralised architecture which can be attenyated by a client/server relationship.

The figure 1 gives an overview of the hardware platform and network architecture. The two
channels of the basic ISDN (Integrated Services Data Network) access is used one for voice (7

KHZ quality) and one for the data (64 Kbit/s available). The learner workstations have access
simultaneously to the conference server and to an audio server which controls the audiobridge. So

it is possible to exchange multimedia documents to share special multi-user design tools and to

have verbal conversation at the same time.

It must be noted that at this stage, the active media (voice), is not fully integrated in the
computer system because the sound is not stored in the different memories (it is not a store and

forward system).

1A part of this work is now done in the framework of the CO-LEARN project, one of the DELTA EEC program
fund.
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Figure 1 : Real Timc Multimedia Conferencing system based on narrow-band ISDN

11.2 - Software architecture

All the previous considerations have pushed to choose a hybrid architecture bascd on
client/server model : each user connects his workstation to the server which establishes inter-
users connections, manages the audio bridge, and guarantees the coherence at the applications
levels. The fully replicated architecture was rejected because of potential problems of maintaining

identical state across all copies of an application. In fact this is more severe with than in LAN
bccause the possibility of short cut of the physical connection during a session and less low
reliability at the packet level.

The software for the workstation and server has been developed in an objcct oriented
environment in order to favour an easier and incremental prototyping : the Smalltalk-80
environment (Goldberg, & Robson, 1983).

So the first step of our work was to design and implement communication and co-operation

mechanisms in the Smalltalk environment (Vidville, Deryckc, & Vilcrs, 1990). We develop a

mechanism which offers the possibility to access to a remote object : proxy mechanism. It is
completely transparent at the user level. Wc use the same syntax to access to the remote object.
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For the user, the system is viewed as a multi-window screen :

- a public window which is the interface with the dedicated co-operative application (the

groupware). The central concept is the "WYSIWIS" (What You See Is What I See) with still

the relaxation of some constraints especially the spatial constraints (possibility to manage

the local view of the shared objects) (Stefik, Foster, Bobrow, Kahn, Lanning, & Suchman,
1987)

- a window relative to the global management of the teleconferencing system : the interface

allows the possibility to establish or to close a connection with such and such conference, it

gives list of active participants and a feedback of their activity and roles, and it allows access
to the cooperative application via a control mechanism base on "floor algorithm" ;

- private window with the possibility in some case to exchange data with the public one by a

cut-and-paste operation. We use also a more sophisticated mechanism to communication
between this two worlds (like the DDE or OLE in Windows 3.1).

We have also implemented an object oriented toolbox which can offer in the shared
cooperative application some new functionality such as telepointer or a vote support which
automatically collect the results, to help the users to collaborate.

11.3 - Broadband extension

We use the potential of new hardware additional boards for PC/Computcr under Window 3.1

or for Unix Workstation under XWindow. These Boards allow the incrustation of live video in
onc window of the workstation and its control : size, overlay of text or graphic, storage of
captured image. The inputs are compatible with the NTSC format (640 X 480 pixels) in North
America and with PAL (768 X 576 pixels) in Europe. The sources can be a camera, a tape video

recorder or a videodisk.
Of course our intent is to put this Video Window in the WYSIWIS mode with a sharcd

control of the source and some kind of Telepointer. This appears to be important for some of our

learning strategies because we already use video to show and discuss various real situations
recorded in the factory for example (see the following chapter).

Due to the high cost of access to broadband network at a long distance, we have rcstricted this

broadband extension to a same building with some remote access via a fibre optic network to

some remote places located of the same campus.

The figure 2 gives an overview of the architecture of the network we have choscn. In this
phase it is relatively conservative because the video sources and transport are still analogic until

the input of the workstation. It is the same for the High fidelity Sound. So there is no really an
intcgration at the network level but this integration is realised at the workstation level,

146
134



Control

RS232

Station 1 Station 8

111

._1Sun J/au

Image
Winn

VCR

Monitor statior

Video control

CONTROL STATION

Contro

Sound
server

Smnd PC/A73136

control

Figure 2 : Broadband architecture

Servers
UNIX
NFS

Now the first phasc of our implementation is already donc : the hardware and network arc

fully operational. The second phase we arc doing is relative to the multi-user control of the video-

source in a client/server architecture and the introduction in the Video Network of various special

effect hardware (video sources composition, overlay of sources...) which will bc also computer

controlled.

Ill - A real time conferencing application devoted to the manufacturing management
learning

We have chosen to design and implement cooperative application in the learning of the

management of the manufacturing process in the factory (MRP or Kanban mcthods for example).

This methods are not classically taught. They are learned by an intensive co-operative simulation

of the factory (similar to some games in the field of economy education). This field was chosen

because not only its direct interest in education and our previous experience but also because it is

a rich and multifaceted application.

In effect during the evolution of the simulation, which can last more than twenty hours if

several planning methods are studied (in two hours sessions), various situations, activities, roles

are found, and so different types of co-operation (stcps with high and low degrees of co-
operation).

BEST COPY AVAILABLE
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for example in the first step which is thc general presentation of the simulation. Group
discussion arises around common documents presented in a strict WYSIWIS manner. But
each learner has also the possibility to read documents in his private windows. The role of
the instructor/expert is to start the discussion and conduct it. The control is principally
verbal. The instructor secs the same public window that the learners ;

in the second step, there is a cooperative activity to establish the general manufacturing
planning (nu.:,ber of pieces of hardware produced by the different workshops, characteristics

of each batch, previous stocks...). The attention is focused on shared tools (groupwarc) such

as a cooperative spreadsheed with possibilities of conditional submission of values, vote to
organise the consensus ;

the third step is the simulation phase. Each learner conducts a subpart of the plan (a
workshop). The public window gives in effect different points of view depending of the
subpart considered. The instructor has different tools to control the simulation evolution, to

introduce some events such as failure in some machines or other problems. He has the
possibility to stop the simulation to open a group discussion about different topics. In the
third step the coordination is less important. Each workshop (workstation) communicates
with the others by shared data : stock values, time... ;

the last step is the analysis of the finished simulation. It uses tools analogous to those of the
step one.

Of course, the computer which assists distributed simulation allows storage of different steps

in ordcr to analyse thcm after the end of the simulation. It gives also the possibilities to keep a
personal memory of different documents or snapshot of some phase of the simulation.

JV - Comparison with other works and future extensions

IV. 1 - Comparison with other works

In the field of Education there is a few approaches of co-operative learning using real time
multimedia computer conferencing. Sharcd-ARK is a distributed systems to investigate
cooperative problem solving in the field of physics courses (Smith, O'Shea, O'Malley, Scanlon, &

Taylor 1991). It is a very interesting experience. However this systcm is not an open system to
support implementation of various pedagogical activities. And until now it is only for point-to-

point interaction such a tele-tutoring of a learner. Our system is MOM generic and it is oriented to

small group learning (less than 10 learners) spread over various distant site:

Another project is relative to distributed group problem solving using cf cooperative game
(Moven, & Radhakrishnan, 1990) but its goals in more an evaivation of how a team of human
resolves problem (for design of future distributed expert systems) rather than the learning process
and its effectiveness.
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IV.2 Future extensions of our work

The work will be followed in two directions :

- Inc first in the framework of the DELTA CO-LEARN project. In an international
conscrtium our goal is to integrate the real time multimedia conference system in a more general
tele'eaching system based of narrow band ISDN. For this purpose we arc modifying the
ce,tference manager in order to be tailored to various needs learning strategies and scenarios.

'in interesting challenge is the integration of the asynchronous mode of communication (a
general Computer Mediated Conference). For this purpose we are constraint to do a morc
advanced work on the man machine interface and the general metaphor which is underlying. The
ROOMS metaphor we are investigating seems to be powerful for this purpose (Henderson, &
Card, 1986) ;

- the second direction is relative to the multimedia integration at the user's level and in the
Computer Supported Collaborative Learning perspectives the Work is done at two levels :

* the hardware and network level : the major problem deals the synchronisation of the
various media sources. We conduct an intensive research on the sound aspect than, in
most of the CSCW systems, is often neglected ;

* at the Multimedia database level : we are using an object oriented database, Gemstone,
to store some of the multimedia messages (in the asynchronous mode) and to give more
functionality to the video or audio server.

Conclusion

The potential of multimedia for education is still to be explored. Two ways arc offered. The

first one is to design tools to produce very sophisticated Hypermedia learning documents. This is
very interesting because it maintains all the best features of Computer Assisted Instruction,
especially thc possibility of selfspace learning, and gives a more flexible possibility to support
various learning strategics7,4

Thc second way is to usc multimedia systems tn support collaborative learning in the samc
location or remote place. This is this way we have chosen to investigate and for this purpose we
have implemented an open architecture which enables us to support various kind of Groupware
specialised for education. We are trying to give a balance between the individual use of video
media and its collective uses. This will easier in the next years with the fast growing of
broadband network.
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Introduction and background

In 1987 the Dutch Minister of Education and Science started the Experimental Schools (ES)
Project. The aim of the ES Project is to investigate various ways of realising the integration

process of information technology in schools. At the Centre for Applied Research in Education at
the University of Twente five projects are conducted on behalf of the ES Project. Two pilot schools
for non-vocational Secondary Education in Enschede are taking part in these projects. This article

is based on the findings of one of the projects, that is the TextVision project.
The Text Vision project aims at the use of hypermedia programs in education, in particular at

the possibilities of supporting the learner in retrieving and processing information from
knowledge corpora. In the project the principle of concept mapping (Anderson, 1977) is combined

with the facilities that are provided by a hypermedia program.

Knowledge corpora and education

The availability of large quantities of information by the excessive use of computer systems
requires an education in which students are learned how to get the right information out of these

resources. Digitised information resources are here being referred to as knowledge corpora.

Use of knowledge corpora in education

The use of knowledge corpora by means of the computer in education is very important. More

and more it is required that people handle large knowledge corpora. Learners need to practise

skills that enable them to handle these corpora. The computer has the potential to provide support

with specific tools which can not easily be provided in another way.
The Text Vision project aims at the use of hypermedia programs in education. To make use of

hypermedia programs in education Hypermedia Oriented Courseware (HOC) is needed. The

purpose of the Text Vision project is to realise the use of HOC in non-vocational education and to

explore the added value of the use of HOC for instruction and in particular to the possibilities to

support the learner in retrieving and processing information from knowledge corpora.

Hypermedia programs

The use of Hypertext and HOC in education offers a wide range of opportunities for the teacher

and the student, but implies also various problems (Kommers & de Vries, 1992). This type of

courseware provides inquiry oriented instruction that is based on the view of students: '... as active
constructors of knowledge, of knowledge as open and evolving, of academic learning as exiting
and vital, and of teaching as a stimulus to curiosity and a model of inquiry' (Cohen, 1988).
Hypermedia programs are used in education to interact with knowledge corpora and to utilise the

corpora in a way that fits the curriculum and the classroom situation. The learning goal of
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retrieving, interpreting and creatively using information from knowledge corpora is of growing
importance in education (see also Cummins & Sayers), but the feasibility of such learning goals in
the reality of school environments is a problem. Conventional methods of information
management are not sufficient for organising and accessing a rapidly expanding mass of data
(Raker, 1989; Layman & Hall, 1991).

Hypermedia programs provides at least three facilities that support the use of hypermedia
programs in education. Hypermedia programs offer the user options to inquire and explore
knowledge corpora in an interactive way. Hypermedia programs also have the potential to
organise and construct knowledge by supplying add-, delete- and edit- functions. Finally, they
provide built-in options and features to support the user in processing the information that is
derived from the knowledge corpora, for example, by means of instructional questions, or special
delivery methods of information.

Therefore, using hypermedia programs in education is expected to provide an added value of
instruction. The expected added value of instruction is based on three expectations of the use of
hypermedia programs in education. (1) Hypermedia programs let teachers and students interact
with large multimedia storage systems in an open and flexible way. Open and flexible access
means that the user is in control and decides what to do. This implies that the user has to develop
his own search methods. The computer can support the user in this process of information
retrieval. (2) Hypermedia programs offer users the possibility to construct and adapt information
in a multimedia storage system in an individual manner. This enhances the involvement of the
user in structuring the information and will lead to an increase of his motivation. (3) Hypermedia
programs support the user in processing the information by providing built-in options and
features. This contributes to the effectiveness of the use of a multimedia storage system in
education and is of benefit to the learners. They learn how to use hypermedia programs for
retrieving information.

However, there are at least four problems that are related to the use of hypermediaprograms in
education. The first two problems are related to the usability of such programs. The usability is the
extent to which an end-user is able to carry out required tasks successfully, and without difficulty,
using the computer application system (Ravden & Johnson, 1989). The first two problems are
related to the quality of learning. (1) The usability of hypermedia programs is not always
considered as satisfactory. A problem related to the usability is for example the orientation and
disorientation in the multimedia storage system (Locatis, Letourneau & Banvard, 1989; Tripp &
Roby, 1990; Kinzie & Berdell, 1990). (2) The possibility of adapting the information in a
multimedia storage system by the users leads to problems in the maintenUnce of the system and in
sustaining the quality of the system (Kaplan & Maarek, 1990). (3) The students as the potential
users may lack the cognitive skills and dispositions required to take advantage of the functions
offered by hypermedia programs. In (Gay, Trumbull & Mazur, 1991) it is shown that: some
learners are in the habit of accepting information passively or of consistently seeking external
assistance, and that many individuals have trouble adjusting to self-directed learning. (4) The
effective use of large multimedia storage systems demands new information-seeking strategies
(Layman & Hall, 1991; Gay, Trumbull & Mazur, 1991; Marchionini, 1989).

Concept mapping and TextVision

Concept mapping is the technique based on the notion that human knowle ..ge is primarily
organised in a schematic format, and students should be motivated to externalise prior and new
knowledge in a spatial way so that it can easily be observed for internal consistency and global
layout (Anderson, 1977). Besides the meta-cognitive functioning of concept mapping tools, it has
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proved to be of value for the navigation complexity in extensive hypertext networks. A concept
map, that is the schematic representation of links between concepts as they evolve from
descriptive paragraphs in hypertext, is much more effective to decide a certain route through the
information space, compared with simply clicking in the subsequent hot spots. The combination
between mem-cognition (making explicit which concepts belong to a certain knowledge domain)
and the concept map as a compact orientation device for consulttrig new information offer
possibilities to do in-depth experiments in learning settings.
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Figure 1 Two possible ways of navigating when using a concept base in TextVision-2.

In this project the principle of concept mapping is combined with the facilities of a hypertext
program. The multimedia program TextVision-2 gives access to a knowledge corpus that involves
a so called concept base. A concept base consists of concepts or nodes. Each concept is attached to
a text file and has links with other concTts. Links between concepts can be derived from the
mark-up language (S)GML in an original resource like encyclopaedia, newspaper or technical
reference manual. However the (second) author like the teacher, should be able to revise
previously assigned relations, and he should be able to rewrite the text. The concepts and the texts
we use are extracted from a digitised encyclopaedia and form a base of 140-160 concepts that are
linked by seven different types of links. The concept base has been tailored to the target group of
learners (13-14 years old). The quality of the concept base is very important. Putting concepts,
links and texts into a concept base is easily done, but making the information meaningful and
consistent is a problem.

TextVision-2 supports the construction, adaptation and augmentation of the information in the
concept base. It provides views of the concept base by means of concept maps. These maps can
also be constructed, edited, combined, stored and retrieved by the user. In other words, the user
can construct his own views based on the concept base.

In using the concept base for information retrieval, a user may browse sequentially through the
concept base or he may use a concept map to explore concepts by following the links in-between
(Figure 1).
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In an educational setting, the content of a concept base has been assembled by a teacher or a
domain specialist. The learner is the actual end-user, but his activities with the Text Vision-2
database is restricted to read, select and zooming operations. Text Vision-2 enables learners to
define selective views on a medium-size (100-200 nodes) network.

The Text Vision-2 program runs under Windows and has an interface with the following
characteristics: the text and graphic level is easily accessible, switching can be done quickly and
easily; texts of different concepts can be presented at the same time; the importance of a concept
can be visualised.

Text Vision-2 and education

In the Text Vision-project the multimedia program Text Vision-2 has been developed and used in
the two pilot schools. The goal was to find out whether there are aspects of added value for
instruction in relation with the use of hypermedia programs in education. These aspects are
specified earlier in terms of the positive expectations and expected problems of the use of
hypermedia programs in education. The development and testing of the Text Vision-2 program
took place in co-operation with three teachers History of the two Experimental schools. In the
school years 1990-1991 and 1991-1992 the program was experimented with during courses of
three to six lessons in second classes. Learners used Text Vision-2 to search for information
necessary for writing a paper. We participated in the lessons and observed the teacher and the
learners working with Text Vision-2. Afterwards we gave six other teachers who all had
participated before in the Text Vision project an introduction in the use of Text Vision-2 and in the
way the program was used in the lessons. All nine teachers answered a questionnaire about the
added value for education and afterwards the three teachers who used Text Vision-2 in the lessons
were interviewed about the use of Text Vision-2 and the aspects of added value for instruction. The
learners (n=110) also answered a questionnaire about the use of Text Vision-2 and the added value
of the use of the courses. We analysed the data in a qualitative and quantitative way and based on
the results we try to answer whether there are aspects of added value for instruction.

Lessons designed with use of Text Vision-2

Two courses were developed by making use of Text Vision-2 and a concept base.
Each course consisted of learning goals and instructions for the learner. A description of the

course was presented on paper to the learner. In a short description of these two courses an
impression is given of the way Text Vision-2 and the concept base are used in the classroom. We
have used the courses in sum total five second classes at the pilot schools, the age of the learners
was about 14 years.

The first course -- named 'Getting Access to large Concept maps 1 - (GAC-1) -- was aimed at
the construction of an essay of three pages. The learners had to collet:t information about a subject,
they had to organise the information, and they had to write an essay. Information could be found
in the study book, the concept base, and the library. The course consisted of six lessons and the
students spent an average of one lesson spread over the six lessons on Text Vision-2. Text Vision-2
was used as a tool for searching and retrieving information.

The second course -- named 'Getting Access to large Concept maps 2 (GAC-2) -- was aimed at
the construction of concept schemes that needed to present a well-defined subject. The learners
constructed concept schemes and they had to explain the relations in detail. They were able to
derive information out of a concept base, but they had to edit the concept schemes. A group of
learners consisted of two/three learners. They had to agree in the group about the resulting
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concept scheme. Text Vision-2 was used as a tool for searching and retrieving information, and for
the construction of concept schemes.

TextVision-2 in the classroom

In the schoolyear 1990-1991 GAC-1 was introduced in a second year History class. The learners
(n=75) had already attended lessons in the subject matter of the course and they had to complete a
test after the course. The learners had experience with the use of computers, and some of them
were familiar with the principles of TextVision-2, because they had worked with the program
TextVision-1 in the first class (Kommers & de Vries, 1992). We asked the learners by means of a
questionnaire about their experiences. The meaning of the teachers were asked in an interview.

In the school-year 1991-1992 we have introduced GAC-2 at one experimental school in two
classes (n=35), two teachers were involved. The target group had the same characteristics as the
target group of the first introduction. The tasks of the learners were different. The learners had to
construct concept schemes and they explained in detail all the relations. They derived information
from the concept base, and constructed concept schemes. The learners worked in pairs and they
had to agree in the group about the resulting concept scheme. The learners completed the same
questionnaire as the one that was used in the first introduction, the results between the GAC-1 and
GAC-2 were compared.

Results: added value for education?

The meaning of the teachers about added value for education of the use of TextVision in the
classroom is presented in the figure below (Figure 2). The aspects of added value are (1) the
possibilities of realising the principles of TextVision-2, (2) the feasibility of the learner goals, (3)
the possibilities for new instructional settings, (4) possibilities to design lessons, and (5) the use of
TextVision-2 in the classroom. The meaning is expressed in a general opinion, and in two
aspects: difficult/time consuming, and meaningful/effective.
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Figure 2 The opinion of teachers (n=9) about aspects of added value.
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The use of TextVision-2 in the classroom got the highest score (most positive). The teachers
thought about the use of TextVision-2 as meaningful, effective and not difficult and time
consuming. This was interesting because the lessons with TextVision-2 in the computerroom were
very different from normal lessons, and mostly very energetic. The lowest score got the aspect of
designing lessons in relation with their own instruction environment. Although it was quite easy
to make the instructions, and the concept base could be considered as given, it turned out that
designing lessons was not considered as meaningful and effective.

The general opinion of the teachers was in general high and three out of five times the highest.
Also is clear that the teachers are more positive about the meaningfulness/effectivity than about
the difficulties and the time consuming aspects. The overall opinion of teachers is more influenced
by their meaning about meaningfulness and effectiveness then difficulties and problems related to
time. The possibility of new instructional settings is considered as the most meaningful and
effective, but also as the most difficult and time consuming. The instructional setting can be
characterised by: learners have a lot of freedom in performing the tasks, and teachers are not the
presenters of the content matter but more or less guiding the students. They are not used to the
change in role and behaviour of themselves and the learners. In interviews the teachers are asked
about their meanings about learning results from the courses. Important was that the learner goals
were on the level of analysinL, information and practising study methods and that they could not
be reached in one course of six lessons. An important constraint was that the learner goals were
not tested by central tests or exams and a part of the teachers admitted that they preferred that
other teachers spent their time on reaching the just mentioned learner goals.

Table 1 The opinion of the learners (110) about positive and negative aspects of lessons with
TextVision.

Opinion about the use: 60 % were positive
Two most mentioned

positive reasons :
1) Sociable environment (66.4 %)
2) Variation in lessons (60.0 %)

Two most mentioned
negative reasons:

1) Little explanation (34.5 %)
2) Learn more in normal lessons (31.8 %)

The learners were asked about their appreciation of the lessons with TextVision-2. The findings
are presented in table 1. 60 % of the learners (110) were positive about the use of TextVision-2.
The learners had to indicate two positive and two negative aspects of the use. It was interesting
that more than 60 % of the learners did not indicate two negative aspects. The two most
mentioned positive aspects were the sociable environment and the variation in lessons. The
learners indicated for example nothing about 'interesting new learner goals'. Two most mentioned
negativ^, aspects were too little explanation and I learn more in normal lessons.

In the next figure (Figure 3) the appreciation by the learners of several aspects of the use of
TextVision-2 is shown. A difference is made between the first (1990-1991) and the second (1991-
1992) course.

Usability of TextVision-2 is an important aspect because the time span learning a program
should be minimised. The usability was the second time considerably higher. The re-design of
TextVision-2 was very easy to use. Information retrieval was an important aspect in the two
courses and the second time special functions for information retrieval were added to the program.
But, the learners still did not appreciate the aspect of information retrieval. The feasibility of the
learner goals was according to the learners in the second course adequate. The motivation of the
learners did not change over the two years and was satisfactory.
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Figure 3 The opinion of learners about the usability, possibilities of information retrieval, the
feasibility of the learner goals and the motivation during the computer lessons.

Conclusions and discussion

The study technique concept mappiiig zan be used to guide learners when using knowledge
corpora in educatic,a. TextVision-2 incorporates concept mapping and learners can explore and
learn from concept maps by means of the concept mapping procedure. The results indicate that the
appreciation of the added value for education according to the teachers and learners is very high.
The presence and use of knowledge corpora in the home and work environment is growing and
education needs to give significant attention to learning how to deal with thc:n. Teachers consider
the attention as time consuming and difficult related to their normal lessons. It is necessary that
schools and governments emphasise the necessity of working with knowledge corpora. Learners
are not used to student steering as is required by working with knowledge corpora. The learners'
remark that they did not receive enough explanation and that they learn more in normal lessons, is
possibly influenced by the little experience with student steering. This problem can only be solved
by regularly practising (guided) student steering.
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A Survey of Applications of CSCW
Including Some in Educational Settings

PRASUN DEWAN
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CSCW (Computer Supported Cooperative Work) is an idea that was demonstrated as early

as in the 1960s by Engelbart's pioneering work on the On-Line System (NLS) [Eng75], which
offered computer-supported conferencing. Since that time, a variety of CSCW applications have

been developed at several research laboratories and universities. Education is an inherently

cooperative activity involving at least one teacher and pupil.' In this paper, we connect the two
fields together by taking the reader on a tour of CSCW applications and investigating their use in

education.

It can be argued that these two themes are not distinct. In a broad sense, every CSCW
application supports education since any group process involves teaching and learning. How-
ever, in this paper, we will usc education to refer to a learning and teaching process supported by
formal educational institutions such as schools and universities. Our discussion will be based

more on hypothesis rather than real experience to allow us to investigate the breadth of CSCW
applications, few of which have been used together for education or other purposes. See [SciS71

for a specific CSCW application designed and used for education. See [E1191,01s90] for previ-

ous surveys on CSCW applications and [Bae931 for a collection of papers and in-depth commen-

taries on CSCW applications.

To make our discussion concrete, we will give several scenarios based on the example of a

graduate operating systems course the author has taught. It is a lab-based course and gives stu-

dents htulds-on experience with designing, implementing, and experimenting with thc Xinu
operating system 1Com841. Teaching assistants manage lab sections and help students with their
prognumning assignments. The assignments are designed collaboratively by the professor and

teaching assistants. Students can ask the instructors detailed questions during special office

hours and short questions whenever the latter are free. Moreover, they ctui work in groups on

some of these assignments. This collaborative task is currently carried out at a single location.
In the remaining discussion, we will investigate how CSCW applications could be used to allow

it to be carried out at geographically dispersed sites.

We assume a new hypothetical course taught at two different universities. The course is
managed by one professor, located at one of the universities, and two teaching assistants, one at

each university. One of them supervises the Tuesday lab section and the other one supervises
the Wednesday lab section. Each of these lab sections has students from both universities who

use different physical labs located at their universities to perform their assignments.

11 nless. in the classroom of the future. the human teacher is compktely replaced by a computer!
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The motivation for such a course is straightforward: It allows the students and instructors
to work together independent of distance. However, it raises several technical questions regard-
ing the feasibility of such a course. We discuss below how CSCW applications could be used to
support such a course. In particular, we discuss how they can be used to support the following
processes:

classroom lecturing

designing and writing assignments

lab work

answering student questions

surveying and voting.

We show how these applications can be used to facilitate both intra- and inter- site cooperation.

The specific CSCW applications we consider are video walls [Abe90], media space
[Har9Ol, the Liveboard [Elr921, the Cognoter [Ste871, the PREP coauthoring system [Neu9O],
shared window systems l-Lau90], the FLECSE collaborative software development environment
IDew93], the GROVE outline editor [E1191], the TeleConf audio conferencing system [Rie92],
shared awareness spaces [Dou92,Man91], the Information Lens [Ma187], the Coordinator
[Flag], computational mail lBor92], and a voting tool [Dew93]. In our discussion,.we assume
that each of these applications is cost-effective and works well for the purpose for which it has
been designed. This is currently a strong assumption since the area of CSCW applications is
still in its infancy.

Class Room Lecturing

The physically dispersed classrooms of our hypothetical course are linked by two-way
audio and video connections. Each classroom has a "video wall," [Abe90] which shows the
activities in the other classroom, thereby allowing the professor and students in the two class
rooms to interact with each other in a media space (Har90]. A camera at each site sends video
to a large projection monitor which displays the image. The audio endpoints are speakers and
microphones that cover each classroom. Experience at Xerox shows that is is possible to use
current technology to establish usable video walls connecting two geographically dispersed sites.

The two classrooms are also equipped with Liveboards fElr921 connected to each other.
Liveboards arc large pen-based public computer displays controlled by conventional worksta-
tions. They can be connected to each other via a network and used in a shared mode. They
currently support several applications including die Slide Show and Whiteboard applications.

The Slideshow application allows the lecturer to show slides stored in the computer.
Standing a few feet from the Liveboard, the lecturer gestures with the cordless pen to select the
next slide or a random one. The Whiteboard application allows the lecturer and students to use
the cordless pen to writc down or draw concepts. The two Liveboards are used in the shared
mode, thereby allowing the results of the gestures to be seen at both sites.

Designing and Writing Assignments

In the single-site course, the following process is usually followed to design and write
assignments:
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(1) The lecturer and teaching assistants propose and evaluate various alternatives.

(2) One of the teaching assistants writes up the assignment and gives it to the others.

(3) The others make suggestions which are incorporated by the teaching assistant.

(4) The instructors go through more iterations of steps (2) and (3) if necessary.

In the distributed course, the same process is followed using collaborative applications.
Thc first phase is facilitated using Liveboards and the Cognoter application 1 Ste87]. The Cog-
noter allows users to collaboratively brainstorm, organize, and evaluate ideas for the assign-
ments. In the brainstorming phase, the participants propose various ideas for the assignment; in
the organizing phase, they collect related ideas into possible assignments; and in the evaluation
phase, they evaluate the different assignments. At the end of this activity, they select one of the
possible assignments and assign a teaching assistant to write it up.

In step 2, the teaching assistant uses the PREP coauthoring system [Neu90] to write the
assingment. PREP is a text editor supporting the abstraction of columns. The teaching assistant
uses one of the columns for the assignment and another for justifying the various design deci-
sions he/she made. In step 3, the others use different columns to comment on the assignment
and the design decisions.

At the end of this process, thc history of the design is saved by these applications, which
is used in designing subsequent projects.

Lab Work

Like the classrooms, the labs are equipped with videowalls and networked Livehoards.
Like the classroom Liveboards, the lab Videoboards are used by the teaching assistants to
explain concepts. In addition, a shared window system [Lau901 executing on the Liveboards is
used to demonstrate various aspects of the collaboration-transparent Xinu software and solutions
to the programming assignments. A shared window system allows arbitrary, collaboration-
transparent, window-based programs to be shared among a set of users by replicating the win-
dows created by these programs on the workstations of these users.

As in thc original course, the students use computer workstations to solve their program-
ming assignments. Team members use FLECSE [Dew93] to develop software together.
FLECSE is an extension of a conventional software development environment that offers distri-
buted, multiuser software development tools, thereby making it easy to support distributed pro-
ject teams. For instance, students using FLECSE do not have to huddle together in front of a
single workstation to debug assignments they can instead use a FLECSE multiuser debugger
from multiple, possibly distributed, workstations.

The team members also use Liveboards, Cognoter, and PREP to to produce project reports.
In addition, they use the GROVE outline editor [El191] to collaboratively refine outlines for
these reports.

Questions and Answers

As in the original course, students and instructors use electronic mail and the telephone to
ask and answer questions. In addition, they use TeleConf [Rie921 to old audio conferences
with the instructors. TeleConf uses the audio capabilities of the participants workstations to
provide computer-controlled conferencing. During office hours of the instructors, the
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concurrency control method used is moderated floor control. In this mode, the requests of the
students are placed in an internal queue visible to the instructor who chooses the next speaker.
After a student is finished speaking, the floor always go back to the instructor, who answers the
question and then chooses the next speaker.

Often students wish to ask short questions outside office hours. In the original course,
they typically went to the labs and instructor offices to see if the instructors were free. In the
distributed course, they use a "shared awareness space" [Dou92,Man911 to "walk" to the dis-
uibuted offices and labs. Images captured by cameras in the offices and labs of participants in
this space are switched by server software executing on one of the workstations. Authorized par-
ticipants can ask the server to bring up images of remote rooms on their wokstations. In our
course, the students usc this space to see if the instructors are present in their workplaces and
free. Conversely, the space can be used by the instructors to monitor the activities of the stu-
dents!

Electronic mail is still the primary means for asynchronous communication between the
students and instructors. In the original course, an answer to a question posed by a student was
sent either specifically to that student or to all the students in the class. In this new, presumably
bigger, course, Information Lens [Ma187] is used to filter these messages. The tool supports
semi-structured mail and supports automatic sorting and categorization of specific and general
messages. In our course, it is used to sort messages into exam change notices, classroom change
notices, Xinu bug reports, old exams, assigmnent solutions, requests for class absences, requests
for postponement of exains, requests for placing papers/hooks in the library, and so on. The
sorting allows the recipients to prioritize specific messages and find general messages of interest.

It is often difficult for an instructor to ke(4) track of the various conversations with the stu-
dents and other instructors. In our course, the Coordinator IFlo881 is used to solve this problem.
The tool allows, for instance, the composers of requests for placing papers/books in the library to
specify the date by which they would want the action completed, and automatically generates
reminder messages for the addressee. The Coordinator is not a substitute for regular informal
mail it is used mainly for the more important messages.

Surveying and Voting

A typical course often requires students to fill out survey forms and vote on issues. In our
hypothetical course, computational mail [Bor921 and Vote Tool [Dew931 arc used to automate
some of these tasks. Computational mail invokes an associated interactive program on its
receipt, which can collect various kinds of information from the recipient. Vote Tool allows
users to both synchronously and asynchronously vote on various issues. The instructors use
computational mail to send messages to the students collecting preferences regarding times of
extra classes, labs, and exams. This information is used to propose a set of times and Vote Tool
is used vote on these times. Without these tools, a large part of class and lab time would be
used to resolve these issues.

Conclusions and Future Work

In this paper, we have used the example of a hypothetical distributed course to describe a
wide range of CSCW applications and concretely illustrate the benefits of using them in educa-
tion. In our example, wc considered only a two-site course. The importance of computer sup-
port for coordination increases as the number of sites increases. Moreover, in our scenario, we
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maintained the human agents used in the original course. There is considerable interest in inves-
tigating how human instructors can he replaced by tutoring software [Rad92, Ade92, Ste921.
Again, the role of computer support for shared software increases when software is used for
tutoring students, since such support can allow students to collaboratively learn from the
software. Thus the conclusion of this paper is that CSCW has the potential for supporting edu-
cation by providing mechanisms for supporting classroom lecturing, lab work, assignment
design, questions and answers, and student surveys and votes.

Our work is an initial step towards exploring the idea of computer-supported education.
The real challenge is to make all of these CSCW applications work together in a cost-effective
manner and use them in a real course. This paper provides some of the motivation for undertak-
ing such a project.
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Scientific Visualization
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Definitions, Goals and Concepts of Scientific Visualization

The use of visualization in scientific and engineering disciplines is rapidly increasing. Visual-
ization systems offer the tools to augment insights into complex problems, share results with
peers, and find their place in the education of various disciplines and at all learning levels. Visual-
ization works with the assumption that transforming information from a non-visual domain (usual-
ly quantitative information) to the visual domain stimulates new mental processes that can provide
new insights into the interpretation of data/information. Visual thinking enhances our ability to
deal with holistic, intuitive and spatial processes, therefore providing a "clearer picture" of com-
plex events and systems.

Defmitions and Goals of Scientific Visualization

"Visualization of Scientific Data" describes the application of graphical methods to enhance
interpretation and meaning of scientific data, or data of similar characteristics. "Visualization of
Scientific Data" will be abbreviated to "Scientific Visualization" or "Visualization" throughout the
text of this paper. Data can be derived from various sources, including measuring instruments (e.g.
Magnetic Resonance Imaging), as a result of scientific computations performed on supercomput-
ers, digitizing analog information (e.g. maps), or from observations (e.g. algorithm performance).

Data do not become useful until some (or all) of the information they carry is extracted. The
goal of scientific visualization is to provide concepts, methods and tools to extract information
from data. Visual representations will convey new insights and an improved understanding of
physical processes, mathematical concepts and other quantifiable phenomena expressed in the data
(Pang, in print). Together with quantitative analysis of data, such as offered by statistical analysis,
image and signal processing, visualization attempts to explore ALL information inherent in (scien-
tific) data in the most effective way.

Concepts and tools of scientific visualization are based on other disciplines, such as psychol-
ogy/perception, human factors, user interfaces and, specifically, computer graphics. While scien-
tific visualization can not be replaced by existing areas of knowledge, it offers more than the sum
of knowledge derived from these separate disciplines.

The Process of Mapping Numbers into Pictures

Visualization is essentially a mapping process from one domain (usually numbers) into an-
other domain (pictures) and further into a third domain (the subjective interpretation of the viewer)
as pictured in Figure 1.
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Figure 1. Visualization mapping process

An observer (e.g. scientist) looking at a picture uses this picture as a vehicle of thinking
(McKim, 1980), but intends to interpret the meaning of the numbers expressed in the picture. The
picture activates mental processes such as the perception of spatial relationships, discovery of pat-
terns or anomalies in large data sets, or the intuitive comprehension of complex processes. These
mental processes are obviously different from the ones activated when interpreting numbers with-
out the help of pictures. In a later section of this paper I will address the need of mapping from in-
terpretation (or froru the picture) back to the original domain (numbers).

By using visualization the process of data interpretation becomes one step removed from the
actual data themselves. If the mapping of "numbers to pictures" is not performed carefully, pic-
tures might not express the true meaning of the underlying numbers, and therefore lead to misin-
terpretation of scientific facts. Examples of a non-intentional artifaLt might be a choice of colors
that produce abruptly changing hues from continuously increasing numbers. A picture is called ex-
pressive (Mackin lay, 1986) if it expresses the characteristics of the underlying data values, nothing
more and nothing less. To prevent misinterpretations, we therefore strive to create expressive visu-
alizations. Expressiveness is strongly influenced by structure and type of data values.

If the mapping process is not performed purposefully, the resulting pictures might not be ef-
fective (Mackin lay, 1986) as tools for the interpretation aims the observer has in mind and there-
fore they will not be useful. The visual representation of a digital elevation model in the form of
isolines is very effective when identifying local maxima, but very ineffective when trying to locate
south-facing slopes. Effectiveness is strongly influenced by the interpretation goals of the scientist.

While interaction is not the focus in visualization, it is essential to the user in exploring data
by the visual mapping process. An in-depth discussion of the need for interaction can be found in
(Wilde, 1992).

Visual Cues

Interpretation of pictures or elements of pictures (we use the term "visual cue" to describe el-
ements of pictures) can be subjective. Examples of visual cues are position, animation, color, line
angle and slope, length, area, volume. We perceive visual cues as spatial positions and spatial
changes, color, density, orientation, size, shape and other perceptual elements. Cognition and in-
terpretation of visual cues depends on culture, education, experience, and individual abilities and
disabilities of the viewer. Because a typical picture is the sum of various visual cues, individual
differences in interpreting such cues is almost ensured. A typical example for the subjective inter-
pretation of visual cues is color. Because color does not have an inherent quantitative or even or-
dered meaning (is red "larger" or "higher" than yellow?), different disciplines have forced a differ-
ent order on color. For astronomers red - yellow - white is synonymous of low - medium - high
data values (relating to faint, brighter and very bright stars as seen through a telescope); to a physi-
cist the same order would be true for green - yellow - red (relating to the order of "spectral col-
ors"). A red-green color blind person would find little use with any of the two color schemes.

,
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Some visual cues are more natural for us to interpret than others: If we increase the brightness
on a series of objects, we interpret a natural ordering of the information from "low to high," or
"less to more." In a similar way a larger histogram bar indicates "more" to the observer. Other vi-
sual cues are acquired through education, e.g. the interpretation of street signs, international travel
signs, isolines or isosurfaces. Once we learn the meaning of these representations, this knowledge
usually stays with us and becomes second nature. The use of natural visual cues is advantageous,
because it reduces the danger of misinterpretation. However, natural visual cues are usually too
simple to use for the representation of complex information contents. Acquired visual cues are
often powerful, yet simple to interpret, once the knowledge to do so has been acquired.

Some visual cues are known to deceive the viewec e.g. empty space between figures might
bring the illusion of shapes (e.g. illusoty triangle), black spots might appear in the corners of a
white grid on dark background (Heimann grid), lines of same length might not appear as having
the same length (e.g. Mfiller-Lyer illusion), steps of increasing brightness will not look equally in-
creasing (logarithmic eye response and Mach band effect), and the same brightness level or color
on the computer screen might appear very different, depending on the background (simultaneous
contrast). In all these cases, which can be reviewed in introductory perception books, such as
(Sekuler and Blake, 1985), we perceived visual cues different from what is actually presented to
the user. Awareness of such pitfalls is necessary to ensure effective visualizations.

In most cases, numerical data to be visualized consists of complex data structures and many
parameters. E.g. data for aerodynamic research might consist of pressure (scalar values at 3-d lo-
cations), deformation (vectors distributed in 3-d space), and shapes (e.g. airplane). To visualize all
available data, various visual cues need to be used. Each individual parameter is mapped onto one
or more such cues (e.g. shapes of arrows in 3-d space; color; shaded rendering cif airplane): The
resulting picture is thus a summary of visual cues, and will, true to Gestalt theoty (Gordon, 1989)
be perceived as more than the sum of individual cues.

Characterization of Data and Appropriate Visualizations

The type of data values in data sets should influence the appearance of graphical presenta-
tions. Data values can be classified as nominal, ordinal and quantitative (Mackin lay, 1986). Nomi-
nal values describe members of a certain class, e.g. rocks, wheat, snow; no ordering can be im-
posed on this class, e.g. "wheat" is not larger or higher or earlier than "snow." Hue and shape are
valuable visual cues to express nominal data types. Ordinal values are related to each other by a
sense of order, e.g. low, medium, high moisture content. Visual cues used to express ordinal val-
ues should depict this order, such as density, brightness, position or size. If color is used, a color
bar must be present to assign a certain order onto color. Quantitative values are always expressed
as numbers, such as density information available in computer tomography data sets. Even though
color is often used to visualize quantitative data sets, this is, in general, a very imprecise visualiza-
tion of the underlying values. The value in displaying quantitative information via color is that it
becomes ordinal information and lets us quickly pick out low, medium or high values.

The underlying data structure of data sets should and will influence the appearance of graphi-
cal presentations. Brod lie et al. (1992) propose a classification scheme of data sets that will be
used as a basis in this paper to describe dimensions, structures, relationships and dependencies of
data. Original definitions have been modified and expanded.

Data sets D are described in the form DnmC(d). where

n describes dimensions of a data set;
C describes the category of data, e.g. S for scalar domains, P for single points, V for vector
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data, T for tensor data;
m describes how many data sets are defined over the same n-dimensional domain or the
length of a tuple in a point data set;
d provides, if necessary, a more detailed description of C. In the case of V or T, d defines the
length of each vector, or the size of matrix, respectively. In the case of P or S. "q" (quantita-
tive data type), "o" (ordinal data type), or "n" (nominal data type), or a combination of these
data types combined by "+" can be specified.

Simple examples of scientific and engineering data sets are point data sets: DP describes a list

of single points; D2P and D3P are pairs and triplets of numbers, respectively. Scatter plots of one,
two or three dimensions (visual cue = position) are typically used to picture this type of informa-

tion. D2P might be represented as a two-dimensional scatter plot (pairs of numbers defme position
in two-dimensional coordinate system) or as a one-dimensional scatter plot by assigning symbols
to the second number of each point-pair. The choice of graphical representation is dependent on a

more detailed description of D: An expressive representation of D2P(2q) pictures a two-dimension-

al scatter plot (Figure 2), whereas D2P(q+n) is expressed as a one-dimensioial scatter plot (Figure

3). The use of glyphs, appropriate to express DmP and DamS, has been discussed in (Domik,

1991). Brunswik and Reiter (1938); Chemoff (1973); Pickett and Grinstein (1988); Beddow
(1990), and others have documented the effect of complex glyphs on human perception.
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Figure 2 (left): Two-dimensional scatter plot to express D2P(2q)

Figure 3 (right): One-dimensional scatter plot with symbols to express D2P(q+n)

The above strategy of describing a data set by syntax and semantics before choosing an ap-
propriate visualization applies to scalar, vector and tensor fields in a similar ways as to point data.
Data sets of higher dimensions (n, m > 1) may be explored by combining visual cues. Appropriate
visualizations of various data sets are listed in (Brodlie et al., 1992) and in (Domik, 1993a).

,
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Interpretation Aims and Appropriate Visualizations

Besides a detailed description of data sets to be visualized, the interpretation aim of an ob-
server (e.g. identify local maxima; observe symmetry; locate south-facing slopes) will influence
the effectiveness of a visual representation.

While a contour plot will be an effective visual tool to identify areas of a certain threshold

value in a data set of type D2S, a surface plot of the same data set will be ineffective for the same

purpose. In general, a surface plot will be more effective in identifying slopes in a data set than an
image display. However, hidden surfaces will prevent viewing part of the data set. Clever use of
color tables can enhance image displays for various tasks, e.g. quickly locating values of specific
characteristics.

Annotations

A visual representation of a data set might be misinterpreted if certain information is omitted.
If color is used, a color scale (usually a bar relating color and corresponding data values) must be
present. Furthermore, the scaling of world coordinates to screen coordinates must be documented
by a scale bar if there is any relevance in this information. If geographic data sets are expressed on
the screen, orientation must be presented to the viewer: e.g. a North arrow, or an indication of the
vertical and horizontal directions. The use of animation to express a time series of data must be an-
notated by a time indicator. Too much clutter on the screen will distract from essential informa-
tion, but omitting explanatory notes and cues might make visual representation useless.

Status-quo of Visualization Systems

Current visualization systems offer computer graphics tools to convert numerical data sets to
pictures. They are computer graphics systems rather than visualization systems in that they offer
little to enforce expressiveness and effectiveness on resulting pictures. Appropriate combinations
of visualization techniques, use of annotations, or avoidance of visual illusions, are the responsi-
bility of the knowledgeable user. Domain experts, e.g. scientists or fmancial analysts, will fall into
many pitfalls as discussed throughout this paper.

Most current visualization tools concentrate on the mapping process from pictures to num-
bers, and do not address the need of mapping from interpretation (or from the picture) back to the
original domain (numbers). In other words, the data values are being lost in the visualization pro-
cess. But clearly a picture does not carry the precision of information as numbers do, and a com-
bined analysis using visualization and numerical techniques needs to be offered to the observer.

Visualization systems taking into account these user-related issues are currently under re-
search (e.g. Robertson, 1991; Senay, 1992; Kahn et al., 1992).

Educating on Visualization

As scientific visualization brings about new tools to support university education in medicine,
the sciences, engineering and other domains, it also needs to be better defined and taught as a dis-
cipline of its own. Current education in visualization is strongly dependent on the background of
the instructor: Graphics experts teach high-level graphics algorithms; Specialists in perception
teach theories of visual perception; Authorities on human-computer-interaction specifically ad-
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dress the graphical component of user interface design. Guidelines on a curriculum in scientific vi-
sualization are still in the far distance: Rightly so, because our understanding of opportunities and
limitations in this field are still shifting too much to lay out a well defined curriculum. However,
we must still provide the educational community with guidelines, even soft ones, to further the
goal of arriving at such a curriculum.

Among eleven participants at a recent workshop on education in scientific visualization
(Domik, 1993b), the following background of course instructors could be observed: computer
graphics, image processing, artificial intelligence, human-computer interaction, psychology/per-
ception, physics, astrophysics. Course audience (undergraduates, graduates, scientists) and course
objectives (prepare students to work in Renaissance teams; experiment with effective data explora-
tion; instill an understanding of effective versus non-effective pictorial displays; teach to relate do-
main-specific tasks to visualization tasks; teach effective communication of scientific results to
students, peers, or the scientific community; teach the use and characteristics of output media)
were also widely varying. In a survey of current visualization course outlines and suggested visu-
alization textbooks, the following four main topic areas could be found:
(1) Topics classified under category "visualization concepts and human perception" contained
these or similar topics:

Defmitions and goals of scientific visualization; inspiration and examples; visualization tax-
onomy; visualizafion models; history of scientific visualization; increase of infonnation content
and data density in pictures; expressiveness and effectiveness; elimination of clutter in pictures;
goals, potentials and limitations of visualization; task analysis; "automatic" visualization sys-
tems.

Biological, psychophysical, and cognitive aspects of perception; color, spatial and texture
perception; visual illusions; theories of perception.

(2) Topics classified as "visualization techniques and computer graphics algorithms" contained
these or similar topics:

Interaction techniques; interactive steering; animation; transparency; color spaces; color
look-up tables; flow and vector visualization techniques; contouring in two and three dimen-
sions; glyphs; texture mapping.

3-d viewing; perspective and other projections; shading, reflection; hidden surface elimina-
tion; ray tracing; surface and volume visualization.

(3) In "computer technology and software systems" hard- and software related issues were dis-
cussed. These topics included:

Frame buffer and monitor architectures; neural nets; massively parallel systems; capturing
dynamic and static pictures.

Surveys of current visualization software systems, both commercial and public domain soft-
ware, introduced the current availability of visualization tools.

(4) "Domain specific visualization: Discussion of domain specific data characteristics and visual-
ization techniques" contained these or similar topics:

Data structures, formats, processing, access; data bases and data models; application of visu-
alization to medicine, computational fluid dynamics, multispectral imagery, astrophysics, mo-
lecular modeling, climate modeling, process control, network monitoring, neural nets, program
visualization and debugging, algorithm visualization, cryptography, 2-d charts.

A statistical approach to this classification scheme shows that topics of type (1) and (2) re-
ceive 26% and 37%, topics of type (3) and (4) receive 19% and 18%, respectively, of the overall
topics allocation. More than fifty percent of the course outlines emphasized visualization and
graphics techniques, with visualization courses relying heavily on computer graphics algorithms.
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Books showed a more even balance on the topics, due to the fact that computer graphics books
were not included in the survey. A summary of course outlines alone (no books) show a distribu-
tion of 20%: 43% : 20% : 17% for topics in category (1) through (4), respectively. Visualization
course outlines in general lack topics on visualization concepts, reflecting the uncertainty of edu-
cators on general defmitions and frameworks; topics on human perception are usually taught
straight from perception literature with insufficient links to visualization and computer graphics
techniques.

A wealth of ongoing research in all four topic areas as defined above and resulting literature
in form of conference and journal papers, books and videos is rapidly changing the current status
of education in visualization.

The Use of Visualization for Education

Is education in need of changes? Changes in the educational system are prompted by reports
of low high school test scores, an increase of facts to be taught to students, a faster turnaround
time on knowledge (specifically in technology), and shifting requirements in the workplace.

If there is need for a change in how we teach and learn, does visualization provide (all) the
answers for it? The following individual changes seem to be necessary:

Motivation to learn and acquire knowledge is paramount in younger students. Adults are often
motivated by the need for competitiveness in the work force. Young students' decision making
is often limited to a choice between studying and playing video games and does not include rais-
ing their interaction with the computer to a higher, more creative level.
A faster learning pace is necessary to learn more in a shorter period of time.
Work requirements for the future include communication and collaboration skills, together with
acquired knowledge (P.J. Denning, 1992).

Interactive visualization provides an active, participatory means to acquiring knowledge, ex-
ploring cause and effect of scientific and other phenomena, while adjusting the pace of learning to
individual abilities. Passive learning (learning about facts) combines with active experience. Visu-
alization is a channel of communication and a tool for collaboration between teacher and student
as well as between peers. Hands-on experience, exploration, communication and collaboration
contribute to a better understanding of knowledge and the integration of knowledge into daily life
and work. Motivation for younger students while learning should be proportional to their motiva-
tion to play video games. Successful examples of the use of visualization in education have includ-
ed: learning about physical forces acting on objects; the use of Mathematica to explore mathemati-
cal and physical phenomena; animation of weather maps to observe complex interactions; ex-
ploring topography, populations and economy on a digital, interactive atlas; creating complex pic-
tures from simple programming rules, as in the case of fractals, or exploring math behind well
known geometric figures, such as produced by kaleidoscopes; or observing a program's behavior
through algorithm animation.

Conclusion

Visualization provides tools aimed at extracting information from non-visual -- often quanti-
tative -- domains. Similar to other areas deriving information from data, such as statistics, the cor-
rect use of visual'zation is important to ensure useful results. While we are expecting the interpre-
tation of visual representations to be intuitive, the encoding process of data to graphical represen-
tation is clearly not intuitive. Knowledge of syntax and semantics of data, intents, abilities and
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limitations of users, as well as the computing environment are important to consider during the en-
coding process. Education on visualization is therefore essential to its effective and correct use in
all areas. While visualization can be helpful on each level of understanding, it is particularly useful
as part of the educational system, providing motivation, hands-on experience with science and
other knowledge-based areas, and tools for communication and collaboration.
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1. Introduction
Recent developments have led to considerable interest in multimedia and hypermedia re-
sources for education. At the same time, the storage and retrieval of vast amounts of mul-
timedia data (e.g. satellite pictures, medical results, etc.) have become important database
research topics [DD91, NC91], as traditional database management systems cannot cope
well with the new kinds of data involved. A third area influenced deeply by the recent
developments is information retrieval. The main focus here is on user friendly access.
The ideas and results we will present in the following sections have originated in the projects
CAPTIVE, MTS (Multimedia Teleschools) and ACT (Advanced Communication Technolo-
gies), funded by the DELTA program of the European Commission. Within these projects,
the Computer Science Departments and Audio-Visual Services of University College Lon-
don and Katholieke Universiteit Leuven have developed a distributed information resource
[D0V92, 313D92], consisting of:

a distributed server consisting of:

1. analogue and digital multimedia object stores;
2. a central database about multimedia educational resources (some of these may be

stored on the multimedia object stores, but this is not required);

a client that takes care of the interaction with the end user and hides all communication
details.

a communication infrastructure for transmission of multimedia data over optical fiber,
satellite and/or ISDN and of alphanumerical data over packet switched data networks
(PSDN);

In the following section, we will elaborate the fundamental concepts and ideas that underly
the development of the information resource.

2. (Re-)Use of Resources
There is an enormous amount of rnultimedia educational resources available. One of the main
problems for someone who might make good use of this material, is the lack of information
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about what is available, for whom it is intended, what the hard- and software requirements
are, where it can be purchased, at what cost, etc.
Moreover, different users have different information needs:

1. A teacher or learner may be looking for resources to pursue a learning purpose. In
this case, the resource granularity (i.e. the relevant architectural unit) will mostly
be a complete hyperspace or multimedia course [Nie90]. It might be published on
a videodisk or CD-ROM or perhaps users can access it over an electronic network
[AMY88].

2. Authors of new material, perhaps teachers or learners themselves, can also benefit from
what is available.

(a) The notion of re-use of (substantial parts of) existing resources, so fundamental
in the field of software engineering, does not yet seem to have received a. lot of
attention in the (educational) multimedia and hypermedia community. Adapta-
tion of existing material by the original authors is mentioned in {Nie90), but this
is not the same as authoring new resources by adapting and integrating existing
material from a different origin into a new context.
Such an approach may reduce overall costs, as duplication of effort is avoided,
and increase quality, as more resonrces can be invested in the development of
the original part of the material. In this case, the resource granularity must
be substantially smaller than in the previous case: a few related nodes of a
hypermedia network or indeed one single node (perhaps containing a particularly
relevant image or graphic) must be described independently as it may have to be
extracted from the original context and integrated into a new one.

(b) Even if re-use is not possible, then an author may still want to have a look at what
is available, in order to gain inspiration, or perhaps to learn from the mistakes of
others.

In all these cases, users are faced with the difficulty of locating the relevant available re-
sources. It therefore seems appropriate to develop an infrastructure to support management
of the available resources. The next section will present an appropriate architecture for such
an infrastructure.

3. Architecture of the Resource Management System
The educational multimedia and hypermedia Resource Management System we have devel-
oped is composed of three levels.

3.1. Level 1: Multimedia Educational Resources
The resources themselves constitute the first level. They do not need to be stored on digital
media: we do not want to exclude analogue videodisks or video tapes, slides and books
as they can be very valuable educational resources indeed. A lot of the analogue material
may never need to be digitized (Cla91], and, if necessary, transfer on a digital medium is
always possible. Digital resources, including CD-ROM, CD-I, CD-Audio, etc. can be more
fully integrated into a computerized environment and can be made accessible over electronic
networks (AMY881.
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Some of the resources will be stored on the digital or analogue multimedia object stores
currently under development at University College London. However, as the amount of
available resources is enormous, we do not intend to store all the material on these stores.

3.2. Level 2: A Central Database
The second level in our architecture is a central database about the resources at level 1.
Its function is comparable to that of a library catalogue, but its scope is not restricted to
textual material only. The database includes:

technical data, e.g. concerning the format and medium;

persons and organisations involved, e.g. the author or the copyright holder;
data about the relationship between different resources, e.g. 'is a part of' or 'is hyper-

-linked with';

data concerning the content.

An entity-relationship conceptual schema [EN89] describing the data and their interrelation-
ships has been developed. The schema has been translated into a relational schema which
has been implemented, using a commercial Relational Database Management System.
We are currently reviewing and elaborating the schema based on the experience gained with
the first demonstrator. It is important to note that multimedia and hypermedia objects can
be quite complex: different media must remain synchronized, some objects may have links
to other objects (typically hypermedia objects, but also e.g. bibliographical references in a
text) and some may be isolated, some may be composed of other relevant objects and some
may be indivisable, etc.
Moreover, as our aim is to facilitate re-use of educational resources, the granularity of de-
scription must be quite fine: only a detailed description will make it possible to identify
precisely those resources that are appropriate for re-use in a different context.
The relational paradigm for data modeling [EN891, mainly intended for conventional business
oriented data, cannot cope with these problems easily. The most important alternative,
the object-oriented approach, has a number of drawbacks as well ISSU90]. Therefore we
are currently investigating an approach that attempts to integrate some object-oriented
modeling concepts into the relational paradigm.

3.3. Level 3: Metadata
The third level holds data about level 2 data, i.e. data about the data describing the
resources at level 1. Data about data are commonly called metadata. Although conventional
relational database management systems store some metadata in the catalog, much of our
work concerns elaborating and extending level 3 data.

1. In older systems, the data schema, structuring the data at level 2, is rarely made
explicit. It is considered fixed and hard coded into the application programs that
access the data at level 2. By making the rnetadata explicit, application programs can
obtain data about the database schema and adapt their retrieval actions accordingly
(cfr. section 4.). The result is that when the database schema is modified, the metadata
will reflect this and the application programs will not need to be changed.
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2. An important issue concerns the domain of an attribute: this is the set of applicable
values. Current database systems support only a limited number of predefined data
types (integer, real, string, etc.). The domains defined by these data types often include
many values that are inapplicable for a particular attribute. If e.g. an attribute Weight
is defined as an integer, whereas it is supposed to be a number between 0% and 100%
(cfr. infra), then its domain also includes a large number of inappropriate values.
By extending the type mechanism, we aim at defining domains more accurately. Re-
stricting the domain to those values that are really appropriate will result in a more
reliable system:

(a) when an attempt is made to store inapplicable values (e.g. 'Jacob Nielsen' for
the length of a video sequence), this can be detected and refused;

(b) similarly, when a query is composed, only values belonging to the domain of an
attribute are allowed in the search criteria (requesting information about all video
sequences with a length smaller than 'Jacob Nielsen' e.g. would be nonsense).

For each attribute at level 2, the domain definition is stored at level 3. Information
about the user defined (abstract) data types is also stored at level 3. Every action
involving level 2 data can thus be validated by the Resource Management System.

3. Level 3 also includes information about the structural relationships between the values
of a domain. The content of level 1 resources e.g. is described at level 2 by relating
them to topics. Weights between 0% and 100% can be assigned to indicate the strength
of the connection between a resource and a topic. The topics themselves are organised
in classifications. The structure of the classification is stored in level 3. It typically
corresponds to a hierarchy with more general topics nearer to the root and more specific
topics at the leafs.

4. Database Consultation
4.1. Client
The central database component of the server is located at the Katholieke Universiteit
Leuven, on a computer accessible over a number of interconnected electronic networks,
known as the internet. We have developed a client that supports user friendly access to the
database. The client is installed on a k,cal computer that has access to the internet and
hides all communication details from the end user. In this way, location transparency is
achieved: to the user it appears as if all data are available locally and he is unaware of the
exact location(s) where the data are actually stored.
A first demonstrator for the data retrieval tool has been implemented in Hypercard [Goo90].
We are currenly developing a library of C"-functions under Unix that implement more
elaborate functionality in a reliable and robust way. We will also develop an X-Windows
based user interface to these functions.

4.2. Search Criteria
Search criteria related to content are at the centre of most queries: most teachers, learners
or authors are looking for resources about a particular topic. We will first explain why users
may find it difficult to express these criteria in a traditional database query or navigation
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environment. We will then present a solution based on a combination of query and navigation
in metadata.

4.2.1. Traditional Query Approach

Databases have mainly been used in highly structured environments, such as business data
processing, where queries can be very complicated and may involve massive amounts of data,
but where the structure of the data is well known and relatively static. Our environment
is totally different: teachers, learners or authors looking for relevant educational resources
may have no idea how many and what kind of level 1 materials are available, who created
them, when they were created, or the keywords associated with them.
Moreover, it is often problematic to characterize the content of a resource accurately with a
limited number of keywords, because

1. their meaning may be unclear without conteztual information. Resources decribed by
the keyword 'food' e.g. may deal with the effect of nutritional habits on life expectancy,
or the food production in different countries, or the chemical substances contained in
different kind of foods, or appropriate dietetic schemes for specific diseases, or famines
in the third world, or national agricultural policies, etc., etc.

2. Users do not know which keywords are actually stored in the database, which may lead
to problems if synonyms are involved. If someone is interested in documents described
by the keyword 'manufacturing', then he will probably also want to know wether there
are documents in the database described by the keyword 'production'. This leads to
problems if there is no adequate support, as the user can never be sure he has included
all possible keywords that may describe the documents he is looking for.

4.2.2. Traditional Navigational Approach

Older database technology was based on the hierarchical and network paradigm for data
modeling [EN89). Access to data was carried out navigationally by specifying a path in a
query that retrieved one record at a time. Current hypertext and hypermedia systems have
combined navigational access with the direct manipulation paradigm for user inter faces:
hyperlinks can be followed by activating buttons [Goon, Nie90].
The problem with this approach is that it is very unflexible: if the database schema is
changed, then links that previously existed between data items may disappear and new
links may originate. As a result, the path to arrive at a particular piece of information
may change completely. Therefore, all application programs that access the data are totally
dependent upon the schema: every time it is changed, all application programs must be
modified accordingly.
We want to preserve the declarative naturc of relational databases: a query should specify
exactly what the user wants to retrieve. The database management system must take care
of how the requested data can he retrieved. The following secticn describes a navigational
approach that preserves this declarative nature.

4.2.3. A Combination of Query and Navigation in Metadata
Our approach to data access is based on a combination of query and navigation [ll092]. In
order to express search conditions regarding subject matter, navigation in the classifications
described at level 3 is supported. Users can identify relevant topics as they navigate in a
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classification of the content domain. A typical screen during navigation is presented in figure
1.

The small middle box presents the current topic during navigation. The classification in fig-
ure 1 is the Medical Subject Headings (MESH), a well elaborated classification for medical
topics. The upper box holds a list of more general topics that include the current topic as
a subtopic. In a hierarchical structure, the upper box contains only one topic (correspond-
ing to the 'father' node), but in a more general network structure, the box may contain
several topics. The big lower box contains a list of subtopics that refine the current topic.
Information about the current topic can be obtained with the 'about current' button.

structure
mesh( 31)

11-2117iia30)

Bacterial and Fungal Diseases( 1 )
Virus Dfseeses( 1)
Parasitic Diseases( 1 )
Neoplasms( 1)
Musculoskeletal Diseases( 1 )
Digestive System Dieeasas( 1)
Stomatognathic Diseases( 1 )
Respi ratory Tract Diseases( I )
Otorhi no1aryrtgo1ogic Diseases( 1)
Nervous System Diseases( 1)
Eye Dister3e3( 1 )
Urologic and Male Genital Diseettes( 1 )
Female Genital Discern( 1)
Cardivasculer D13eeses(29)

mark

about

select

marked I

uisited
a

selected

global
options
about this
stack

STOP

Figure 1: A typical navigation screen

Facilities have been provided to help the user in overcoming the 'Lost in Hyperspace' problem
[Nie90]. While navigating, users can mark topics with the 'mark current' button, either
permanently (saved when session is ended) or temporarily. If they become disoriented later
on, they can retrieve a list of marked topics, using the 'marked elements'button. The 'visited
elements' button results in a similar list, containing all topics visited during a session. Both
lists function as a lifeline during navigation, enabling the user to go back to one of the topics
contained in the list by double clicking on it.
The numbers that appear in round brackets after the topic name indicate how many different
learning resources (still image, sequence, video tape, etc.) about the topic are described in
the database. This information can be very important as it helps users asses how much
relevancy there is, so that they can either refine or broaden their search criteria, before
submitting the query to the database, if the number of resources is too high or too low
respectively.
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A query to the database can .be constructed by selecting topics during navigation. The
current topic can be included in a list of selected topics with the 'select current' button.
Upon activation, the 'selected elements' button displays all selected topics, enabling the user
to delete elements from the list, if they wish to do so.
This approach solves the problems encountered when keywords are used in a traditional
query approach (cfr. section 4.2.1.:

1. Contextual information is represented by not only disp nring the current topic, but
also the related ones. The implementation for demonstra ive purposes shown in figure
1 does so in a rather rudimentary way: more sophisticated representations are more
graphically oriented and display a 'map' of the different topics and their interconnec-
tions [Nie90].

2. As users cannot navigate outside the predefined set of topics, they will never leave
the domain of appropriate values for the search criteria, whereas this is possible when
keywords are used. And, as related topics can be explot , users can make sure that
they include all relevant topics.

As users navigate in the rnetadata, the declarative nature of the query approach is preserved
(cfr. section 4.2.2.). The search criteria specify what must be retrieved from the database.
How exactly the requested data can be located and retrieved, is the responsiblity of the
database management system.
When navigation is finished, additional search -:onstraints can be imposed, regarding techni-
cal characteristics, practical considerations (e.g. cost), persons and organisations involved,
etc. This is done by filling in forms that present templates of such constraints. The search
criteria are then translated into an SQL query by the client. However, this is done transpar-
ently: the user will never need to confront SQL. As indicated in figure 1, there is also a help
facility (upper right button), and there are some 'global options' concerning the languages
used etc., but we will not elaborate on these here.
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Socrates, Aesops and the Computer:
Questioning and Storytelling with Multimedia
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When you think back to the best teachers you've known, you often find that they possess two
qualities that make them exceptional. They ask good questions, and they tell good stories.
Socrates and Aesops, two of the best known teachers in the western world, are each associated with
one of these approaches. The best teachers, however, combine both Socratic and Aesopic1
teaching in an approach that improves on each of them independently. Taking this observation
about effective human teaching to heart, we set out to build a computer-based teaching system that
would ask good questions and tell stories in much the same way that good teachers do. To do so
requires two elements that are central to both effective question-asking and storytelling: knowledge
and timing. If you don't know the right questions to ask or you don't have any helpful stories to
tell, you cannot teach effectively with questions or stories. Therefom, teaching with questions and
stories requires that you know the right questions to ask and have a sufficiently broad repertoire of
stories. Likewise, without timing, knowledge of all the questions and stories in the world is
worthless. Students need to be asked questions and told stories at the right moment.

Case-Based Teaching

To combine question-asking and storytelling in a computer-based learning environment, we
have drawn upon research in artificial intelligence (AI). The architecture that we use to implement
these techniques is called the case-based teaching architecture (Schank, 1991). Based in part on the
case-based reasoning architecture (Kolodner, Simpson, & Sycara-Cyranski, 1985; Riesbeck &
Schank, 1989) from AI, case-based teaching combines the context provided by an engaging task
with the power of stories to convey lessons. The case-based teaching architecture is composed of
two interdependent components, a task environment and a storyteller. A task environment
provides a student with a challenging, naturally motivating task, and an environment in which to
explore the task. While a student interacts with the task environment., the storyteller monitors his
actions and looks for opportunities to present stories that will help him to learn from his
situation. In a case-based teaching system, students learn from their experiences in the task
environment and from the stories that they see in response to the situations they find uhemselves
in. A task environment must be carefully engineered to provide students with these opportunities
for learniag. While the task environment provides students with opportunities for learning, the
storyteller must be able to recognize and capitalize upon these opportunities with stories that
maximize students learning. In the system described in this paper, the task environment provides
a natural question-and-answer dialogue between computer and student., and the storyteller presents
video stories that illustrate the principles that arise in the course of the dialogue.

1 Bill Ferguson of Bolt Beranek & Newman is the originator of the term Aesapic teaching.
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The CreANIMate System

We are exploring the issues of case-based teaching through the development of Creanimate, a
learning environment that teaches animal adaptation to 4-7th graders. Creanimate is designed to
teach the relationships among the physical features of animals, the actions they perform, and their
high-level survival behaviors. The student's task in Creanimate is to design a new animal.
Students choose an existing animal to modify in some way, and the task environment leads them
through a discussion of important questions relating to the survival of the animal. This task was
selected both for its immediate appeal and because it establishes a valuable context for learning.
The student becomes invested in the ensuing discussion of survival issues because they apply to
his or her own creation. The stoyyteller in Creanimate draws on a large litrary of videos of
animals in the wild.

I

-

oadigle

Figure 1: A sample screen from Creanimate. The student has just proposed a
fish (a pike) with wings. In response, Creanimate initiates a dialogue about the
different uses for wings.

A session with Creanimate proceeds in the following way. A student or pair of students begin
by selecting an animal and a modification for that animal. They may select these from a list or by
typing in their own ideas. For example, one fourth grader asked for a bee with a big nose. In
response, Creanimate poses a question about the student's animal, e.g. "How will your bee use its
big nose?" Students may either propose answers to that question or ask the computer to suggest
answers. The student who asked for a bee with a big nose suggested that it might use its nose to
"suck up honey". Answers arc typed in free text. In the course of discussing the answers that
arise, the storyteller presents videos that show examples of the principles under discussion. For
example, the computer could show an elephant using its trunk to suck up water as an example of
using a big nose to suck up liquids. When students decide on the answer they prefer, they see a



picture of their new animal. After seeing the picture of their animal, the discussion continues with
a new question. The new question may be another question about the initial change to the animal
or it may follow up on the previous answer. Thus, a subsequent question might be, "How will
sucking up honey help the bee to survive?"

The students continue considering issues pertaining to their animal for as long as they wish or
until the system is unable to identify an unresolved issue for their animal. Students have a great
deal of control over the interaction at all times. Throughout a session, buttons are displayed on
the screen that enable students to back up and change an earlier decision, skip forward to a different
issue, start a new animal, or ask for help. Figure 1 shows a sample screen from a session with
Creanimate.

As this brief summary shows, Socratic-style questioning is the cornerstone of the interaction.
In response to a student's proposal, Creanimate asks thought-provoking questions that introduce
important considerations. This is accompanied by video storytelling designed to capitalize on the
opportunities for learning that arise from the questions posed. Two of the central challenges in
implementing systems like these are developing strategies for:

Identifying appropriate questions to ask.
Retrieving and presenting appropriate stories at the moment they are relevant.

The solutions we have found to these issues are the subject of this paper, but first I present a
brief discussion of the roles of questioning and storytelling in teaching .

Questions in teaching

An important element of expertise is the ability to explain the unfamiliar by asking the right
questions. These explanation questions (Schank, 1986) are a central focus of Creanimate. The
explanation questions for a domain are the questions that are useful for constructing explanations
within that domain. Explanation questions are based on the fundamental relationships of a
domain. For example, in the animal morphology domain that Creanimate teaches, some
explanation questions are, "What actions does the platypus's beak enable it to perform?" and
"What combinations of activities are necessary for turtles to reproduce?" Since explanation
questions are based on the underlying relationships of a domain, the knowledge of what questions
to ask goes hand in hand with understanding the basic principles of a domain. herefore, one
reason for teaching with questions is to model the use of explanation questions to help students
learn them. Recent educational research (Collins, Brcwn & Newman, 1989) has advocated the
modeling of desired behaviors in teaching. Both Collins & Stevens (1982) and Brown & Pal incsar
(1989) have described effective teaching methodsinquiry teaching and reciprocal teaching
respectively in which students developed good questioning techniques after having these
behaviors modeled for them.

A second reason for teaching with questions is their value in establishing a context for
learning. Posing thought-provoking questions of students (not detail or fill-in-the-blank questioos)
provides students the opportunity to construct their own hypotheses. A well-designed learning
environment can assist students to explore the hypotheses they construct in response to questicns
and to learn from the successes or failures of their hypotheses. Exploring their own hypotheses
provides students with an unequaled opportunity for learning from information they encounter.
Students' hypotheses provide them with 1) a frame of reference for evaluating new information, 2)
an interest in this new information stemming from their commitment to their own hypotheses,
and 3) a framework for integrating new knowledge with their existing knowledge.

To summarize, two reasons for teaching with questions are to help students to learn to ask
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good questions and to establish meaningful contexts for learning. Creanimate is not the first
system to explore questioning in computer-based learning environments. Earlier efforts include
Stevens & Collins (1977) and Clancey (1987) who explored questioning strategies on the part of
the computer, and Ferguson et al. (1992), Graesser, Langston, and Lang (1991) and Moore &
Swartout (1990) who have all developed strategies for allowing students to pose questions.

Stories in teaching

Good parents and good teachers all use stories to convey lessons. Almost everybody
remembers learning some important lesson from a fable as a child. Teaching with stories comes
as naturally and unconsciously as learning from them. Teaching with stories supports case-based
reasoning. The theory of case-based reasoning argues that people solve problems, construct plans,
and understand new situations by making reference to similar previous experiences, called cases. In
domains as varied as car mechanics, medicine, catering, and architecture, researchers have shown
that people solve problems and make decisions by reference to previous cases (Kolodner, 1991).
Experience is one way that people enlarge their personal case libraries; hearing stories is another.
In this paper, I use story to refer to any communication that conveys a case from one individual to
another. The term story distinguishes cases that are obtained through communication from cases
that are obtainerl through experience. Traditionally, stories have been told orally, but new
technologies allow us to convey stories through dramatic visual media.

Since people reason from cases when they deal with complex domains, it follows that good
teaching should provide them with sufficiently broad case libraries. A sufficiently broad case
library contains a large enough range of cases to allow someone to operate effectively in a
domains. While experience is one way to develop a library of cases, it can be inefficient as a
means of exposing a student to a broad enough range of cases. As an alternative, cases can be
presented secondhand, in the form of stories. To be effective, however, a story must be presented
in a meaningful context. Conveying a story in context helps a student to understand its point and
to store it in his memory in a way that will allow him to retrieve it at the right time in the future.

Stories can be used two ways in teaching, to create context and to respond to context. The
former is the technique employed by the well-known case method of business and law schools,
while the latter is what is referred to in this paper as case-based teaching. In the case method, a
story is presented to establish a problem situation. Learning takes place through the exploration
of solutions to that problem within the context provided by the story. In case-based teaching, the
context is provided by a task and stories are presented in the course of exploring that task. Stories
that respond to context are presented at the moment that they are relevant to the student's situation
and they help the student to learn from his or her situation.

An Architecture for Teaching with Questions and Stories

To ask questions and tell stories effectively, timing is critical. Being asked the right question
at the right time or hearing the right story at the right time can cause someone to think more
deeply about something, think about it in a new way, or put seemingly disparate elements
together. Using insights from research in artificial intelligence, we have developed an architecture
that takes advantage of the high information content of video stories and places them in a
meaningful learning context through the use of thought-provoking questions. The key to this
ability is an underlying knowledge representation that enables a teaching system to ;dentify
appropriate questions to ask and present stories that follow through on the learning context
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established by the questions.

Identifying Appropriate Questions

The following transcript shows two questions that appeared in a Creanimate dialogue:

If you could create a new animal by taking an existing animal

and changing it some way, what would you make?

Student: A FROG THAT CAN FIGHT
That's a good idea, is there a reason why you want your frog

fight?

Student: SO IT CAN PROTECT ITS SELF

How you would like your frog to fight?

Student: BY JUMPING UP ON HIM

In this dialogue, we see that Creanimate responded to a student's request for a frog that can
fight, by identifying two relevant explanation questions. The first question is 'Why fight?" and
the second is, "How to fight?" Because fighting belongs to a concqtual category that is called a
behavior in Creanimate, the system identifies two types of relevant questions. The first question
is aimed at connecting the behavior fight2 with a survival goal, e.g. mating, eating, or avoiding
danger. The second question is aimed at connecting it with 4 more primitive action, e.g., biting,
scratching, or running. Creanimate's knowledge representation enables it to identify appropriate
questions. Its i'epresentation links together concepts in pairs. Since behaviors in Creanimate's
knowledge base can be combined with higher-level survival goals and lower-level actions, the
student's request for a frog that can fight triggers two questions aimed at connecting the behavior
fight with other concepts. (This process is described in detail in Edelson, 1993) After the student
resolves the first question, Creanimate poses the second . Subsequent changes lead to new
questions. In the transcript above, the student goes on to make his frog fight by biting other
animals. This answer in turn raises the question of how it will bite.

By posing appropriate explanation questions in response to students' creations, Creanimate
establishes a powerful context for learning. The combination of a student's investment in his
animal and the curiosity that is evoked by a thought-provoking question provides an excellent
opportunity for teaching with vivid, multimedia stories.

The Right Story at the Right Time

In addition to allowing Creanimate to identify appropriate questions to ask, the expressiveness
of the knowledge representation in Creanimate enables it to evaluate students' open-ended
responses to questions and to present appropriate video stories in response. Consider the following
fragment taken from the same transcript as the previous example:

That's a good idea, is there a reason why you want your frc:g

fight?

2 In this paper, concepts from the Creanimate knowledge base appear in italics.
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Student: SO IT CAN PROTECT ITS SELF
That's a good idea. Bees protect themselves by fighting enemies.

Would you like to see that?

Studnt: YES

(VIDEO: "BEES EXPEL WASP")

In this example, the system examines its knowledge base and ascertains that protecting itself
is one of the behaviors supported by fighting. In addition, it recognizes that it has a video that
shows bees fighting enemies to protect themselves, and it offers the student the opportunity to see
this story confirming his hypothesis. The Creanimate storyteller retrieves this story by searching
the indices in its story library. An index in a case-based teaching system is a label for a story that
contains information about the circumstances in which the story would be appropriate to tell a
student.

In the Creanimate system, an important part of the index for every story describes the content
of that video. In the case of the Bees Expel Wasp story in the example above, the index teils the
system that in this video, the animal bee is shown fighting enemies in order to protect itself.
This index contains a great deal of other information including the fact that these bees use their
stingers in order to sting and that they work together in order to fight enemies. However, this
additional information is not relevant to the current explanation question and the student's current
answer. An important aspect of the Creanimate knowledge representation is its information is
stored in abstraction hierarchies. Therefore, the system knows that fighting enemies, fighting
predators, and fighting males for dominance are all types offighting. So, when a student asks for
an animal that fights, it is able to suggest or recognize each of these as reasons for the student's
animal to fight. When the student answered the question, "Why fight?" with "protect itself',
Creanimate was able to ascertain both that protecting oneself is a reason for fighting, and that the
Bees Expel Wasp stoi j shows a specific example of that.

Of course, students respond in different ways to Crearnmate's questions. Some students are
timid in proposing answers or may not have any ideas, so Creanimate gives them the opportunity
to say, "Give me some suggestions." When they do, Creanimate shows stories that suggest
possible answers. Students can see several answers to each explanation question and pick the one
that they like for their animal. Alternatively, students sometimes propose answers that
Creanimate can not verify as correct. These unverifiable answers are also treated as opportunities
to show stories, as in the following transcript.

How would you like your frog to fight?

Student: BY JUMPING UP ON SIM
I don't know any animals that jump to fight, but I do know why

some animals jump.

Salmon jur,p. Do you know why salmon jump?

(I think this video is funny. )

The process by which Creanimate identifies relevant stories is called reminding, and the
system includes several reminding strategies. The two that were shown above are called example
reminaing strategies because they present examples of the answers being discussed. In addition to
example remindings, Creanimate also employs incidental remindings. Incidental remindings are
peripheral to the main discussion of the explanation question, but they help expose students to
new things in the same way that human teachers do. The following is an example of an incidental
reminding from a different Creanimate dialogue:
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...What would you make?

Student: A boar with wings
Actually there are mammals that have wings. For example, flying

foxes have leathery wings.

Is that something you would like to see?

This is an example of an incidental reminding strategy called expectasion-violation reminding,
because the story violates the expectation that mammals do not have wings. To allow Creanimate
to present remindings of this sort, indices contain information about expectations that are violated
by a particular story. The reminding strategies in Creanimate are described in more detail in
Edelson (1992;1993).

Results and Conclusion

The system described in this paper has been implemented as a prototype and is currently
undergoing testing. The transcripts presented in this paper were all drawn from actual student
sessions. Evaluations of the system are being conducted to inform the next stages of development
and to evaluate the motivational and instructional effectiveness of the system. To date, Creanimate
has been tested in two controlled evaluations involving a total of approximately 60 students and
has been used by hundreds of individuals in informal settings. The response to the system by both
students and teachers has been extremely favorable. Students maintain complete concentration for
sessions of 45 minutes or longer. Their reactions to the system are dramatic. They react to the
stories with a range of emotions including delight, fear, revulsion, and amazement. These
reactions illustrate the power of video stories to captivate children and enhance their learning.

What transcripts and descriptions fail to convey, of course, is the drama of the stories that
Creanimate presents. The videos of animals in the wild employed by Creanimate are an excellent
example of the superiority of visual media over less dynamic techniques for conveying knowledge.
Children and adults alike find these clips riveting. The challenge of constructing multimedia
systems like Creanimate is placing this powerful media in a meaningful context for learning. In
Creanimate, the explanation questions concerning students' animals establish this context, and the
reminding strategies present stories that capitalize on this context. With Creanimate, students do
not receive information in a predetermined, inflexible order as in traditional, linear video, and they
do not see it in a detached context in which they have no motivation for learning. Rather, they see
video clips in the context of a discussion in which they are invested, in response to questions that
encourage them to construct and explore their own hypotheses. Students' discussions provide
them with both a perspective frnm which to integrate new knowledge and a motivation to absorb
it. The vividness of the media assists them to retain it. The aim of Creanimate is to provide
students with both an understanding of the basic relationships that underlie animal adaptation and
cases to reason with when they think about this subject. The questions teach relationships and the
stories provide cases.
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Background

In 1984, the author applied for six months secondment from lecturing in physics to spend
some time looking at how computers could be used in physics education at university level. In
the beginning, the motivation was certainly that of wanting to spend a peaceful time away from
the hurley-burley of the teaching year, playing with computers. That was not to be, for it was
put to me by my Head of Department, quite forcefully, that I might achieve something useful
by seeking out success stories from physics departments in other universities to do with their
own uses of computers in support of teaching and learning. Although this sounded a most
unexciting and uninteresting task, I succumbed to pressure and sought help from the reference
librarians to track down university physics department.s with more than a handful of physics
graduates per year, and where, English was used in communication. The six hundred
departments fitting these criteria were then sent a questionnaire.

Of the one hundred and fifty replies, the most striking and useful was that from the United
States Air Force Academy, in Colorado Springs. With a very large cadet intake numbering
some 1,200, they had experienced for years rather poor examination results in first year physics.
They achieved very marked improvements in examination performance by giving their students
access to numeric variable physics problems, delivered via a simple network to the screens of
a number of IBM PCs. Improvements of 60% to 100% in examination performance were
reported in parts of the curriculum where the computer exercises were available, with no change
in exam performance where no computer tutorials had been developed.1

This remarkable story of success formed the basis of arguments which I then began to put
forward to senior management within QUT. in essence, these arguments were:

with rapidly increasing enrolments, and funding per student decreasing, class sizes
were increasing, and teaching staff were having increasing difficulty coping with the
challenges presented by large classes;

evidence was now available to show that low-cost, off-the-shelf, industry standard
computer technology could be used in large classes to produce marked improvements
in examination marks in very large first year university physics classes;

as a technological institution, the community at large had an expectation that we
would be involved in using computers in the education process;

if we were to be well advanced in CBE in, say, ten years time, we needed to make
a start soon.

In mid-1985, following a wide range of consultations and discussion papers, funding was
found for a pilot project in CBE. Six months later, following an intensive period of laying down
the basics of how the project would be sct up, managed etc., investigating networking solutions,
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authoring systems and other sundry items, twenty computers were delivered at 3 pm on
Christmas Eve, 1985.

The Beginnings

By early February 1986, the computers were installed in a room in the Library, were
connected to a Novell server, and first year undergraduate engineering students were using
numeric variable question-and-answer tutorials, adapted from pre-existing paper-based tutorial
exercises. The XT-compatible computers had CGA color screens and booted from a floppy
disk given to the student in exchange for his or her student identity card from a Library loans
desk adjacent to the CBE Facility, as it was called. Each tutorial had a number of questions,
each question had a help screen, and students' scores were recorded. Lecturers were provided
with print-outs of students' scores each week. Tutorials were available only for a limited period,
to encourage students to work steadily throughout semester. Students could book a machine
at a time of their own choosing, and could obtain a print-out of questions they had failed to
answer correctly, together with their answer and the correct answer. Students were always given
the correct answer on screen. Substantial improvements in examination performance (from 47
to 56%) were obtained at the end of first semester, compared with previous years.

Within a few weeks, lecturers from other disciplines had begun to ask if similar projects
could be set up for them - question-and-answer tutorials aimed at revision, drill-and-practice,
and self-assessment for the students. All wanted weekly reports of student progress, which
could be automatically generated. By the end of 1986, thirteen projects were active or in
development, and 10,000 hours of screen-based tutorials had been delivered. Clearly, some
hidden seam of demand had been tapped.

Since 1986, the QUT CBE project has grown enormously due to a number of factors,
including strong support from the management of QUT, the choice of good networking software
(Novell Netware), realising the importance of systems support staff to look after delivery issues,
and choosing an authoring system with excellent customer support (Microcraft's AUTHOR).
Growth of usage can be shown in the following table:

1986 1990 1992

Staff (FIT equiv.) 11/2 10 22

PCs delivering CBE 20 60 400 +

Student Usage (Hours) 10,000 98,000 219,000

File-server 80186 (1x40Mb) 80386 (400Mb) 3x80486 (1Gb)

In 1993, CBE Section is a service organisation comparable with the university's Library or
Computing Services. organisations. CBE services have been extended to multiple labs on five
campuses at OUT; this number is growing all the time and in the future any PC attached to the
campus backbones will have access to CBE fileservers.

Production Methods

The approach to the production of software has undergone substantial change over the past
two years. Development and consulting work for outside organisations has precipitated the
development of new standards for prcduction of CBE materials for the Section. Graphic artists
have been employed to concentrate on high quality screen design. The standards developed
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contain a number of on-screen features which enhance the "look and feel" of the materials. The
graphic artists join applications programmers, operations and systems staff, quality reviewers
and instructional designers to form development teams, including lecturers as content and
pedagogy experts. The graphic artists have produced a Style Manual which explains how
graphic design principles can be applied to screen-based CBE development. This manual
includes explanations of preferred colours, colour combinations, and layouts for computer
screens. Previous papers have detailed other aspects of the QUT approach (see bibliography).

Instructionally, OUT's CBE projects have traditionally been question and answer tutorials
which allow students in large classes to do reinforcement, self-assessment and revision. Reports
are sent to lecturers weekly giving information on students' efforts, and on questions that
consistently prove difficult. Some projects I.'ave more instruction built into them in the form
of reference and help screens. On-screen instruction has proved to be more expensive for
Faculties than question-and-answer materials, since CBE Section makes a cost recovery charge
on all development work. Given growing student numbers and limited resources for the
Faculties, the cost of screen-based instruction may prove a short-lived barrier to its use, since
programmer productivity is rapidly improving with standardised procedures, higher level and
faster authoring systems and the decreasing costs of technology.

Authoring tools in use other than AUTHOR are Multimedia Tool Book, Icon Author, and
Questionmark by BBC Software. Evaluations of others are currently taking place. Projects
being developed in Tool Book include nursing case study approaches using decision paths and
situations whe...? -tudents can write text to a data base for marking by a lecturer. Questionmark
has been used for multiple choice examinations where movement through the questions is
flexible. Icon Author is the basis of our video-disc based language learning labs.

At the present time the Section is becoming involved in the use of video and sound in CBE
tutorials as well as CD-ROM as an access alternative. Two netwurked multimedia labs, based
on interactive videodisk and CD-ROM drives with Soundblaster cards are under construction
at the time of writing, and progress will be discussed at the conference. The primaiy use of
these labs will initially be for foreign language teaching, based on US Air Force Academy
methodologies. However, QUT's pedagogical aims are different from those of the Academy,
and at the time of presentation of this paper, newly developed software aimed at giving lecturers
simple and time-efficient methods for software production should be available for
demonstration.

Multi-Media: The Pros and Cons

Pressure from a number of sources including vendors and teaching staff are pushing QUT
towards exploiting multi-media in CBE. Admittedly, multi-media can do a number of things
that are impossible or very difficult to do by any other means; Stan Smith's classic videodisc
from the University of Illinois allowing students to mix dangerous chemicals springs to mind.
Simulations, processes, guided exploration of inherently multi-media data such as sound or film
archives, and cultural aspects of teaching, such as are necessary in foreign language learning,
are all excellent ways of delivering quality educational and training experiences. In education,
the down side is - COST, including the additional development time needed.

Material for use by trainee aircraft pilots is cost-effective even if it costs, say, $100,000 per
hour of material, and is delivered on a $3,000,000 simulator. With first year business students
learning the principles of accountancy the cost-effectiveness equation is very different. For one
thing, there are thousands of students, requiring hundreds of delivery machines. For another
thing, in some areas, the content of the material is quite ephemeral. My university will not give
me large sums of money to spend on developing expensive materials to educate a few students
in an area where the content will change next year, meaning substantial modification. What it
DOES give me is large sums of money to develop lots of simple material (capable of being
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delivered and managed on low-cost PC networks) for thousands of students in content-stable
areas. And there's the rub. The education budget is smaller than the military budget; it's
harder to justify multi-media. We will, however, be moving further into multi-media, in specific
projects where the cost can be justified. We will certainly be producing our own CD-ROMs
with digitised images and audio and data, for sale in the university's bookshops.

Delivery System

The delivery system used for CBE at QUT has evolved over a number of years to meet
the following needs:

o Good response time. Students who have to wait for screen updates lose
concentration and interest.

o Minimal down time. CBE material is available from a number of labs. A crashed
file server or faulty cabling can cause loss of assessable results for students working on
the system at the time of the fault, and cause frustration and hinder acceptance for
others who try to use the system when it is not available.

o Transparent access from any lab or campus. Simple and uniform access allows use
from an unfamiliar lab when other labs are busy. Students can access the material
from the campus which is closest to them. In many cases this is not the same campus
at which they attend lectures.

o integrity of collected results. Academic staff often use the results obtained via
CBE for student assessment, or as a pointer to students with problems. We need to
minimise the opportunity for students to hack into and corrupt or fake results.

o Virus prevention. Shared personal computing facilities can often act as computer
virus incubators. Car- cul use of disk and network access rights can go a long way to
reducing the risks.

o Ease of use. Users come from a wide range of backgrounds; many seem never to
have seen a computer before. The system needs to be very simple to use, and there
needs to be adequate help available to assist the computer-phobic user.

o Ease of management. Higher education, more so than other industries, needs to
make better use of technology to improve productivity. A high priority has been placed
on automating as many processes as possible, and making things easy to manage to
reduce support staffing needs.

The current system

Each set of materials constitutes a project with an individual access account on a Novell file
server. This account has the minimum network access rights needed to run the software.

Access is only available via a Project Menu access program. This calculates and displays
an appropriate menu, obtains the student number, and passes it to the project software. It also
controls concurrent access restrictions for programs which have a limited licensing arrangement,
or which have a low priority. Access via other means is prevented by having all accounts
protected by a randomly encrypted password. The Project Menu is the only program which can
decrypt these passwords and log the user in. This ensures that setup software is run, and helps
prevent the user having direct access to writable files from DOS.

PCs in labs owned and operated by external departments get local laboratory specific
services from a file server managed by the same department. This file server may be Novell
NetWare, Digital Pathworks or Microsoft LAN Manager based. In the case of Novell NetWare
based labs, we call this file server the home file server. For these labs, a standard script is
executed from the home file server. This sets up local services such as printing, temporary
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writable work space, and the location of the command shell. This arrangement allows
laboratory specific services to be managed independently by the faculties operating the
laboratories.

In the case of Pathworks or LAN Manager based labs, the Novell protocol stack is also
loaded on these PCs, Digital's DLL or Microsoft's NDIS layer is used to do the protocol
multiplexing necessary to allow sharing of the Ethernet card by the two protocol stacks. For
these labs, the local services for the command shell, printing and workspace must be set up
before logging into the CBE file server.

There is one CBE file server for each campus. Using Net Ware Name Service, these are
managed as a single domain. This means that all created accounts appear on each file server,
and have the same login scripts and passwords. A program running every few hours
synchronises courseware fdes and access rights across the servers automatically.

Each server services a local laboratory via a direct Ethernet connection, and a number of
other labs via the campus Ethernet network. A campus specific batch file locally stored for
each lab, CBE.BAT, tries to attach to the closest CBE server. If that ic not available, one from
another campus will be used transparently. All PCs in public labs are equipped with boot
PROMs, which helps to reduce the incidence of computer virus infections.

Backups are performed to Video 8 tape installed on one of the servers. A full backup of
this server is performed, with only the smaller server specific areas of the other servers being
backed up across the inter-campus network link. This results in minimal network traffic due
to backups.

A crude e-mail facility is available for students to report problems and give feedback to
operations staff. The ability for staff to send messages to individual users is also available.
Users cannot send messages to each other.

An automated booking system runs on the lab operated by CBE Section. This lab contains
80 PCs, and is used very heavily throughout semester. The booking system smooths demand
and reduces the need for queuing. Students can book PO for individual use up to two weeks
in advance. Staff can book a group of PCs for class use. Modifications to the boot PROMs
prevent users from booting via floppy disk and bypassing the booking system's authorisation,
and also prevent the spread of boot sector viruses. Disk access can be enabled later via
software if needed. A small resident timer program set by the booking system locks up the PC
at the end of the booking after providing a 10 minute warning. This forces the students to be
re-authorised by the booking system and gives others who have pre-booked the chance to use
the system. A bookings-only PC is available for making bookings when the lab is full.

Student enrolment details are obtained from the University's Student Information System
automatically each evening. A list of required subjects is maintained on the CBE file server.
A process running under UNIX on the administration system obtains these requests via FTP,
extracts the student details required from the master database, and transfers the results back
via FTP. The information is imported into Author's enrolment database each day, so our
details are never much more than a day behind those of the central University system. At the
start of semester when central enrolment processing is still occurring, some details are put in
by hand as required.

Second or third year Information Technology students are employed casually as Lab
Advisors to assist users with various problems from finding the power switch to diagnosing
configuration problems and recovering lost or corrupted files. This helps users feel more
comfortable, especially at the beginning of the semester when there are many new users.

An audit trail of usage is logged by the file servers. Reports can be obtained shaming
usage by campus, lab, project, or time. This is used in the management of the labs, network
and file servers for predicting growth.

Reports on student results from CBE exercist are produced regularly and mailed to
academic staff involved with the subject.
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DEET Study on the Impact of CBE on QUT

In 1991 the Commonwealth Government funded a study of the use of Computer Based
Education in Australian Higher Education with particular reference to the QUT CBE project
through the Evaluations and Investigations Program of the Department of Employment,
Education and Training. The report from this year long study will shortly be published by the
Australian Government Publishing Service. The study includes surveys of Australian higher
education institutions, of QUT staff and QUT students.

The following extracts, published with the permission of the Commonwealth of Australia,
provide a broad picture of the report's fmdings.

"Student users of computer based education at QUT use four kinds of material; question
and answer tutorials as part of a subject, other learning materials such as simukitions,
commercial software packages such as WordPerfect, and information services such as databases
on CD-ROM. The student f. v e y examined the use of each of these four, finding that the great
majority of students use question and answer tutorials and that this number is significantly more
than those using the other services.

Data provided by students on the extent to which their use of CBE helped to keep :.breast
of work, was used to follow up lectures, was used for revision, etc are provided. Overall the
student assessment, which is qualitative as well as quantitative, is positive to an unanticipated
degree, with the main dissatisfactions being expressed with the accessibility of the service rather
than the nature of the learning experience provided by it."

"The nature of involvement by teaching staff is described, including the principal motivation
for the adoption of CBE as a teaching technique. Staff indicate a range of responses on issues
such as the amount of teaching time involved in the use of CBE, the amount of time spent
marking, the extent to which CBE has changed teaching workloads, the extent that CBE has
changed interaction with students, affected student learning, affected student performance etc.
The assessment of staff attitudes to the use of CBE is strongly positive, a similar finding to that
concerning student attitudes."

Summary

Six years down the track, CBE at OUT is no longer an experiment. It is a heavily used
service which is as much a part of the educational fabric of the university as lectures or the
Library. In its future is increasing uses of multi-media, aimed very pragmatically at areas where
it pays! As the executive summary of the DEET report previously mentioned puts it:

"Computer based education has been the subject of debate for some time. Its
implementation at OUT in terms of delivery, and high degree of student exposure is somewhat
unusual. It has attracted considerable interest from other higher education institutions both
within Australia and overseas. In the intext of developments elsewhere, the case of QUT is
distinguished to some degree by its cencentration on service and delivery to a proportionately
greater degree than on production and invention. ....the rapid growth of CBE at this institution
of higher education may, in time, come to be seen as a precursor to much more pervasive
paradigm shifts in education towards greater learner centred activity and educational outcomes
of ever improving quality."
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Trends in Computer Graphics
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Advances in the development of image synthesis algorithms, hardware processing power, user
interfaces, multithreaded operating systems and integrated media have introduced graphics
techniques to almost every discipline as well as fueled demand for graphics applications
that take advantage of these capabilities. In fact, 3D graphics will most likely become
a mainstream desktop (workstation as well as PC) technology. In spite of the valuable
progress that. has been achieved in the field of computer graphics, a number of important
problems remains to be addressed. Focusing on image synthesis (i.e. excluding multimedia
and visualization) we will discuss some recent developments.

Rendering
Image synthesis has gradually evolved from heuristic shading models (flat., Gouraud, Phong
shading) to models with a basis in physical reality. By the first half of the last decade physi-
cally based reflection models had been applied to computer rendering [3, 10]. Distributed ray
tracing provided a common framework within which a large number of previously difficult
physical effects could he simulated, including gloss, penumbra, depth of field, and motion
blur [9]. In spite of many successes. however, image synthesis remained unable to simulate
indirect 'ambient' illtiminat ion provided by light reflected among the many diffuse surfaces
that typically make up an environment.

One iinportant consequence of the trend towards physical accuracy was an increase in
the attention paid to results available in the fields of physics and engineering. It. was thermal
engineering that filially provided the basis for radiosity, the first image synthesis approach
to accurately simulate diffuse interrefler t ion.

For the purposes of radiosity, introduced to computer graphics by [14], surfaces are
assumed to be Lambertian diffuse reflectors, i.e., to reflect light with equal intensity in all
directions. Surfaces are subdivided into discrete patches for which the radiosity, or energy
per unit arca. leaving the surface, is assumed t.o be constant.. A radiosity equation then
expresses the patch radiosity as t sum of energy contributions from all other patches:

= + pi E B, A

with Bi the radiosit.y of surface i (energy per unit area), Ai, Aj the arca of surface i and j,
Bi the emitted energy per unit area, pi the reflectivity of surface i, and the form-factor
from surface j to surface i giving the fraction of the energy leaving patch j that. arrives at
patch i.
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A radiosity eqaation exists for every patch in the environment. The resulting system of
simultaneous equations represents the interchange of energy via interreflection and emission
for the enviromnent. Solving the system of equations gives tlw patch radiosities, which
provide a discrete representation of the diffuse shading of the scene. Being view-independent
(t he shading of Lambert ian surfaces (hoes not depend on the view direction), the radiosity
method is an object-space shading algorithm. Once the system of equations has been solved,
I lie shading of all surfaces is known and it. is possible to view the shaded scene from any eye
position without recomputing the illumination. By passing the shaded patches to a graphics
accelerator a shaded scene can he walked through at interactive rates.

An efficient solution for the treatment of shadows has been introduced by the hemi-cube
algorithm {7}. The form-factors from a given patch are determined by projecting all other
patches onto the five faces of a hemi-cube positioned above the given patch. Occlusion
is taken into account by scan converting the projected polygons into a z-buffer for each

fare of the hemi-cu be. Thw form-factor to a given patch can be determined by summing a
contribution for each liemi-cube pixel in which the patch is visible.

The high computational complexity (form-factors must be computed from every patch
to every other patch resulting in a time cornplexity of 0(7r2); computation and storage
of all form-factors before solving t he system of equations also requires 0(n2) storage) was
addressed by the progressive radiosity approach [6]. the conventional gathering radiosity
approach the radiosity equations are solved using GauEs-Seidel iteration. At each step the
radiosity of a single patch is updated based on the current radiosities of all other patches,
I hits gathering illumination from all other patches into a single receiving patch.

In the progressive shooting radiosity approach, on the other hand, the solution repeatedly
executes the following steps:

1. select patch with greatest reflected and/or emitted energy
2. compute form-factors from that patch to all other patches
3. based on form-factors, add contribution from source patch to radiosity of every other patch

4. for display purposes only add an estimated ambient term based on the total unshot radiosity

to the path radiosity
At each step the illtimination provided by a single patch is distributed (shot out.) to all other
patches in the scene. In the early steps the source patches chosen will be the light emitters.
Subsequent steps will select secondary sources, starting with those surfaces that received the

most light, directly from the light sources. Since each solution step updates the radiosity of
all surfaces, the increasingly accurate result. can be displayed following each step. Together
with the estimated radiosity of all surfaces which haven't received anything so far useful
images can he produced very early in the solution process.

Adding specular reflection t o radiosity is typically based on t he observation that view-
independent and view-dependent shading methods have complitnentary st rengths and weak-

nesses. Radiosity, a view-independent met hod, has the advantage for shading diffuse sur-
faces. Ray tracing, a view-dependent tnet hod, has the advantage for shading specular sur-
faces. In a two-pass algorithm (first described by [331) the shading of diffuse surfaces is
determined during a view-independent first pass, and the shading of specular surfaces is
added during a view-dependent second pass.

A siinple example of such an algorithm computes (Whist, shading using a standard radios-
ity solution and adds specular shading during ray tracing of a particular view. Whenever

a ray hits a diffuse patch, the clause intensity is determined by interpolating from the pre-
computed patch radlosities. This value is then used by the ray tracer's shading equation in

place of the normal diffuse component Although this simple scheme can produce impressive
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results, it does not completely solve the general shading problem It. ignores the illumination
of diffuse surfaces by light reflected or refracted by specular surfaces. To include this type
of effect, the radiosity solution itself must, be extended t.o account for the illumination of
diffuse surfaces by light, reflected via specular surfaces [27, 28, 25].

Recent developments in radiosity have been directed towards iinproving the quality and
speed of the algorithm. Improved sampling methods are providing more accurate shading
and parallel and hardware implementations are achieving very fast solution times.

The hemi-cube algorithm is a uniform sampling method, since it computes form-factors
by testing visibilit.y at the regular spaced hemi-cube pixels. Thus it can produce abasing,
particularly where small bright. sources of light, provide a great deal of illumination. To
overcome the abasing inherent, in the hemi-cube algorithm, the z-buffer must be replaced by
a more flexible method of determining patch visibility. Ray casting is one approach providing
a basis for non-uniform, adaptive and stochastic sampling [31]. A different approach to
improving the quality of from-factors for progressive radiosity is a combination of the hemi-
cube algorithm and an analytic fbrni-factor equation [I].

Although the ability to 'walk around' in static scenes using precomputed solutions to the
radiosity equation is quite important for many applications, new approaches are necessary
for scenes where t he geomet ry is const ant ly changing. Exist ing solutions address the problem
of automatic patch subdivison in areas of high intensity gradients like shadow boundaries
[8]. View-dependent or importance-driven solutions compute the radiosity of directly visible
surfaces to high accurac vhile surfaces with an indirect affect are computed to a lower
accuracy according to their con( rilou ion [3o].

While most hardware based speed nnprovements are variations of the z-bliffer technique
(i.e. currently available hardware graphics engines are used to perform t he expensive hemi-
cube computation). the Pixel-Planes S architecture takes a different approach of directly
computing the form-factors using Nusselt 's analog [13]. The resulting speed por renderer is
approximately 100,000 hemi-cubc, per second thus providing real-time radiosity.

IVIodeling and Animation
The increasing availability of compuicr graphics in general toget her with t he dramat ic change
of the price/performance rat io has concealed the fact that important aspects of realistic 3D
computer graphics st ill have to be considered as hard problems. One of the big challenges in
that field is to make complex modeling accessible at a large scale (as well a.s to make simple
modeling easy).

Artifial Life and L-Systems

Some of the most. impressive examples for artificial life techniques to generate complex
graphics modeling botanic forms are based on 1,-systems; haroduced by A. Lindenmayer
as a theoretical framework for studying the development. of multi-cellular organisms [22].
Enhanced with geometric features. b-system based plant models are detailed enough to
allow realistic visualizat ion of plant st rue! ures by standard image synthesis techniques [14

Experiments wit Ii artificial lit', could yield now approaches to computer animation. As
an example, tins hellavior ()I' llockinp, bats in tIe movic Batumi) Iichirths, could Ixs simulated
based on a few simple rules [23]. Executing these rules I'm each bat. the aggregation of hats
simulates a flocking behavior f.onnil in group of birds.

Another approach to artificial life is based on genetic algorithms. Parameter sets are
mutated and/or mated and so are symbolic expressions t.o create a variety of ('omplex 21)
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and 3D images/models [29].

Particle Systems

Particles are objects that have mass. position, and velocity, and respond to forces, but
have no spatial extent. Because of I heir shuplicity. particles belong to t he easiest objects
to simulate. By applying forces to each particle (e.g. according to aerodynamics [35]) it
will exhibit velocity, momentimi. and acceleration. Integrating applied forces over (line (in
accordance with Newton's Laws of Motion) the particle system can be animated properly
reacting to forces such as gravity or obstacles. Further attributes of a particle could be color
and age to control the appearance and iifetime of each particle.

In other approaches the particles interact through the use of spring and damping elements
to produce deformable models which exhibit plasticity, and bending [16]. Based on ideas
from molecular dynamics particle systems have been used to model liquids and to mimic the
effects of heat on solids [34 By incorporating material dependent inter-particle constraints
particle systems can be used to simulate specific properties such as those found in the draping
of cloth [4]. Recently introduced oriented particle systems overcome the tendency to form
solids and prefer to form surfaces instead [31].

Digital Image Warping
'1'he term describes methods to deform images to arbitrary shapes and serves 's the basis for
a variety of applications. In 't radit ional' computer graphics textury mapping which is one
form of image warping has been used for some time. With t he Michael Jackson video "Black
or White" morphing (derived fron, 'nietainorphosis') [37, 2] has become a widely known and
popular technique for animating 21) images. Having realized that the triangulation based
deformation frequently used is just a special case of scattered data interpolation methods
applied to deformat ion, current research foctises on the const ruction of suitable mapping
functions [24].

Graphics Hardware
Graphics applications such as flight simulation. virtual reality, and computer-aided design
demand high frame rates (> 30 11z) as well as high quality rendering. Future systems must
be able to generate high-resolntion images from large data. sets (in the order of millions
of primitives) with realistic rendering techniques such as P' .1g shading, texturing, and
antialiasing.

In order to achieve this goal architectures have to overcome two bottlenecks: floating-
point performance for the processing of the scene's geometry and low bandwidth to the
frame buffer. The need for parallel solutions becomes obvious with the following example
[20]: the rendering of a scene containing 100,000 triangles (assuming an average size of 50
pixels) updat NI at 30 Ilz requires approximatoly 350 MFLOPs for the geometry processing,
750 million integer operations for the rasterization, and .150 million frame buffer accesses
(includes clearing a 1280 x 1024 screen).

General purpose CPUs are becoming fast enough and, as with Intel's i860 [15]. will have
graphics enhancements added so that a collection of such processors can provide high perfor-
mance graphics including imaging. video, advanced rendering, etc. Specialized hardware will
still be able to outperform such devices, but may be cost-effective only for high-performance
real-time applications.
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After wireframe and shaded polygons graphics hardware has rJached the stage of texture
mapped and anti-aliased polygons at real-time' speed enabling the implementation of ex-
perimental user interfaces like virtual malty. Texture especially aids in surface perception
and offers a powerful degree of freedom for data visualization.

Significant bandwidth improvements will be achieved when the rendering engine and pixel
memory are merged on the same chip. In such a configuration, entire spans of a texture-
mapped polygon might be rendered in parallel on a single chip [19], or entire polygons might
be rendered as in Pixel Planes [13. 21].

The currently dominant. architecture for display systems focuses on 'engines, typically
featuring a geometry processor whose output is fed to a raster processor. The components
used to implement. these two elements vary widely but the basic structure has remained
unchanged over the last decade

Recent architectures empio) ohp,t-parallelism for geometry processing: primitives are
distributed over a parallel array el processors, which perforin modeling and viewing trans-
lomat ion and clipping. Rasterizat ion is based on image composition where each rasterizer
computes a full-screen image of a subset of the primitives. Based on visibility, these images

combined in logarithmic tittle to form the final image [24
Additional gain in speed can he achieved by deferred shading, a general technique for

speeding up the display process: calculations for complex shading models are postponed
and only applied to the visible parts of t.he surfaces. Regardless how ninny surfaces 'cover'
a single pixel, shading is performed just once [26].

Tasks which are not specialized or which require maclnnes with extreme random-access
bandwidth may lie done on geueral-purpose massively-parallel multiprocessors. Advanced
shading effects which ;Ire prediquinamly geometric (e.g global illumination models) and
path planning are typical examples. It is not clear whether graphics hardware will evolve to
directly att ad< such glolml prolilems. (ir whether general-purpos, massively-parallel proces-
sors will get there first.

Another open problem for designers of graphics hardware systems is the identification of
Illsw primitive e'ements of the next generation architectures which could be a ray, a voxel,
non-uniform rational 13-Spline (NI:BUS) surface, or a solid texture.

If graphics hardware and algorithms continue to improve at current speed olle could
argue that a 'graphics building block' priced at 'MO might become available within a few
years [5]. Such a module would he based on RIS(.' technology and multiple parallel data
paths and consist of program memories. double-buffered true-color screen memories with
z-buffer, and specialized hardware for real-time 21) and 31) high-end. textured graphics
as well as for image proressing compression, and encryption. \\'ithi a price tag like this
almost every COM ptocr could he equiped vmi li a graphics module of unprecedented power
and functionality.

Software Architecture
31) application development has not yet become a mainstream technology for everyday ap-
plication and user interlace development. One reason for this limited growth is that the
computational and rendering requirements of 3D are beyond the performa .ce capabilities
of most. machines. The other major reason for the slow proliferation of :31) is that soft-
ware libraries available today do not provide a programming.model that is appropriate for
widespread use by developers not familiar with 31) graphics Programming. 'The latest gen-
eration of RISC-based workst at ions and personal computers are quite capable of meeting

2ou
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the 31) performance challenge. As t he hardware gets faster, software will become t he critical
Nctor in the further growth of :i1) application clevelopment.

Currently available software libraries are of two types. Hardware dra Willy libraries, such
as SCI's GI, HP's Starbase, and S N .VG1,, provide pixel and graphics pritnitive drawing
commands as a software layer above hardware devices (typically a frame buffer). Structured
(Irawmg libraries, such as GKS and PIIIGS+ [11, provide structured drawing commands
that are abstracted from the low level hardware interface.

All of these systems, however, are variants of display list. technology. Designed to simplify
t.he task of building applications using synthetic 31) graphics. these models imply that the
same program organization and methods of user interaction are suitable for all graphics
applications. 'While these techniques have served the graphics community well, they are
being stretched by the size and colnplexity of today's applications. In addition, they appear
1.0 be inadequate for dealing with new issues such as multimedia, time-critical computing,
and asynchronous user input..

The next generation of 31) software toolkits will be obyel-based rather than drawing
based [36]. They will be composed of extensible sets of edit able 3D objects that. perform
a variety of operations. Pondering will be one of the many operations that each objects
implements. The 31) objects will he building blocks that lend themselves t. o programmer
customization through techniques such as subclassing.

For example, to customize a ,:ay tracer based on object-oriented design the application
programmer only needs it. knot' t In. basic functionality of a get:Hulot rie objt et such a ray I racer

is capable to render. In [I lj the following methods ((hefined in virtual base class Object) have

to be provided for each new object: bounding_vol() returns the bounding volume, intersect()
computes the intersection bet wcell itt objeCt and a ray, check_intersect() just rrforms an
intersection test, surface_normal() computes the normal to the surface at a given point.,
triangulate() appends a I riangnlar approxiination of t he object to a triangle strip list..

A new object ('an he iut roduced by a) providing t he Class (10(11116Th of t he new object
according to t he above rules (i.e. (leriving it front ('lass Object) and b) by adding syntactic
rides to the scene description grainmar from which the (yacc based) parst.r of the scene
description is generated. These !wit st eps are sufficient for any new object . No other parts
of the ray tracer have to he studied or even modified by the programmer.

Future object-oriented toolkus will blur t he ciirrent distinctions between 21), 31), win-
dows, and User interlace programming. New object-oriented systems will treat all of these as
similar objects that perform rendering, picking, event handling. animal ion. grouping, geom-
etry computations, and other intrinsic functions. The programmer's task will In. primarily
focused on solving I he applicat i(n problems. rather than spending excessive amounts of time

on the graphics and nser nuerface implementation. ritrt herniore, creating 31) objects that
have physical behavior will be much easier and tints luny(' prevalent. Applications will rely
less on indirect panel-driven user interfaces and instead provide direct manipulation 31) user

interfaces t hat behave much like objects in the real world.
Another limitation of existing graphics application programmer's interfaces (APIs) is

their inahility to deal with twill iple media and their synchronization as well as other as-

pects of time-critical and Interact'', computing. The high processing l'ower and networking

capabilities that will he available in alfmdable desktop machines in the near [Mitre will
enable distributed applications characterized by much more powerN1 and effective human-
machine interfaces. These new generation user interfaces will employ titne-critical computa-
tion, present audible and visual data, and allow the time-critical sensing of human gestures
for intimate interaction.
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Time-critical computing requires specifying the timeliness of computations to the oper-
ating system, which then m11,1 apply elaborate scheduling of resources to complete within a
specified deadline. Furthermore, in cases or system overload, gracefully degrading the qual-
ity of a computation (obtaining 'ii I au approximat ion to I he actual result ), is accept alde in
order to meet the deadline. In iiddil liii. II is essent ial to achieve time-critical computing in
a general purpose, multi-tasking, and networked computer environment, and not in special
purpose systems. Only in this way can we maintain compatibility with the r:isting body of
software.

31) graphics systems are essentially synthetic media syst:snls that make use of highly
interactive and compact mathematical models, creating media streams. This is in contrast
to presampled media systems, base(1 on the reception, compression, transmission, and de-
compression of media streams. While time is implicit with presampled media, 31) graphics
systems must incorporate explicit time modeling to achieve the synchronization and fusion
between syntheti(' media ;Ind other media streams.

In ncxt generation graphics :-..st etas ease of use will be a critical factor as interactive 31)
is applied to new application areas. While advances ill hardware is making interactive 31)
graphics systems more affordable, (he expense of developing applications which incorporate
31) is still quite high. On, [Hug that existing APIs require a high degree of graphics
programming expert', Ii ike. MI:it is lieedi'd instead. k a foundation ror int('ractive
graphics Iliat euuahh individuals \yin) ;tie 11(ii compnter graphics sophisticates to easily
incorporate dynamic 31) ii u: get liii I I h(ir atipheat ions application, that may be highly
interactive and imagery t hat is dm en by I he apidicat ion data.

Standards

Historically, soft(are de\ \\ it 11 31) graphics requirenwnis could either base their ap-
plications on (propi ar hal .1 wi (' hi;ioung li lira ries oi ii t internal andardived
st rut ured drawing Id(' a! tes (.1.11( allot, de\ loners wit h a high performance requirement
typically look the hisu approach awl ahsorlied I he extra 1'1,1, 1,1* purling mid supporting the
different platform's graphics envn.onments. ( u,lomers l'or whom portability ail(' r ist wero
Most important selected the international stmulard approach. hut suffered ill performance
in some cases.

P EX is a 31) technology hascti 4,11 Piii(;S. The X Consort hon. the LI,overning organizat ion
for defined r E .1' fill API I, )1. PEN offering a standardized approach for low level
graphics rendering. PEXIih wit 11 apprommahdy sno fuunctuouus i.oinises high 1...i.fm.,;ifi('e 31)
immediate inode rendering III till X ,11% some! hing ,A traditional
criticism of' the P111(15 iwl ITN standards is t hat individnal companies have imidemented
vendor specific version, which mad( powdality difficult .

Silucoiu (1'(I thur'. I h- compan it hi the leading proprietary .\,1,1. decided lo license ifs
IRIS raphics l.ihr:ur ii tin- 'omputer Industry. OpH,(;/, the puldicly available version
or I Ins technology. has keen reatchitected to hecifili, windw.\ 5Vi-le111 illdeliviideni and dills
vendor neutral. Open( I. is ii rendering only API with all of the advanced graphics features
from earlier releases. St ;I has created a governing organization. the Architecture Heview
Board composed of PC mid orkstat ion companies. in ;In attempt to create On open plat form
for all licensees. In .1nty 1992 the board released the first specification of OpenGT, with
approxiinately 200 functions

\Vith SUN and IIP favoring PEN Mid SGI and IBM promoting Open(;I, it will be tlw
software vendors' vote which .111 will he the more successful (me.
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ISO completed its %York on first generation graphics standards with the standardization
Or P11 IGS-4., lit ro:.,ponso to the need for a coordinated toet hod for addressing all aspects of
)ffidri-nipdin ohkets No has started the work on second generation graphic's standards with
all initial draft for a Presentat nut Environment for Multi-Media Objects, called ITEM()
[18]. Within the context. or PH Emo a multi-media object consists or static or dynamic
graphics, synthetic graphics of all types, audio, still images, moving images including video,
or any other content type or combination of content types. The multi-part document. intents
to support a wide range of mull i-fitedia applications (from simple drawings up to full motion
Vi(1eo) in a consistent. way. Some parts are expected to reach IS status as early as 1996.
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The IBM "Advanced Technology Classroom" Project: A Report on An
Experimental, Multimedia, interactive, Instructional System

MARLA J. FISCHER
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Western Connecticut State University, Danbury, CT 06810, USA

Introduction

Advancements in computer and information technology are having a profound effect on the
manner in which instruction is delivered in a growing number of university classrooms. Hi-tech,
multimedia, instructional delivery syf,tems are gradually eclipsing conventional imthods of
instruction and will soon replace the lecterns and blackboards that have bee.. the hallmark of university
classrooms the world over for several centuries.

In the summer of 1988, as a result of a grant awarded by the IBM Corporation, Western
Connecticut State University became one of the first universities to depart from past practice and
formally make the transition to a "new-age" classroom'. Under the conditions of the grant, the
university received an experimental, integrated, hi-tech electronic classroom that had been previously
used exclusively for in-house training of corporate executives at IBM's Management Training Center
in Armonk, New York. In return, the university field-tested the classroom's effectiveness, developed
courseware compatible with the system, and served as a demonstration site for what many regard as
a prototype for classrooms of the future.

In this presentation I will report on the IBM/WCSU "Advanced Technology Classroom" Project
(cf. Fischer, 1993). In doing so, I will first describe the components and configuration of the system
and point out what makes the system unique. Following that, I will indicate how this innovative
instructional system capitalizes on established principles of learning. Finally, I will describe some
of the research we have conducted examining the efficacy cf the system.

Description of the Classroom

The "Advanced Technology Classroom" is an integrated, multimedia, interactive, instructional
delivery system. In the ATC a large (4ft X 4ft), high-resolution video screen replaces the traditional
blackboard. A specially designed electronic podium containing a central microcomputer serves as
the master control panel for the classroom. From this podium, the instructor can control and coordinate
all components of the system.

What makes the podium unique is its ability to orchestrate seamless, multimedia presentations
without requiring the instructor to independently activate each component of the instructional
sequence. The instructor can, for example, present information either on the electronic blackboard
using a sonic pen or on the video screen where comruter-generated graphics, videotape or material
from laser disks can be used to illustrate key concepts and ideas. Without leaving the podium the
instructor can, as an example, present introductory information from an audio cassette, follow this
immediately by a videotzpe/laser disk segment illustrating the concept, and follow this, in turn, with
instructor-prepared visuals and graphics that highlight the key points that were introduced. The
instructor can access scanned images, full-motion video, digitized images, and computer-generated
graphics from the podium as well as from a remote, hand-held unit.

Each student's desk in the "Advanced Technology Classroom" is equipped with a student
response unit which can be used by students to respond to variable-choice formatted questions posed
by the instructor. These student keypad units arc not designed to take the place of normal

'IBM awarded the Advanced Technology Classroom Grant to Western Connecticut State University
as the result of a proposal submitted by Drs. R. Benson, G. Buccini, and M. Fischer in April, 1988.

193



pupil-instructor interaction, but are used instead to keep the instructor apprised of how well each
student is comprehending information during the course of the lesson. The microcomputer built into
the podium informs the instructor of each student's response to the keypad questions and, in addition,
provides summary data on the performance of the class as a whole. Access to these data allows the
instructor to make "oft-line" decisions regarding the pace of instruction; the instructor can ascertain
when to move on to new information or when to provide further explication of topics not fully
comprehended. This feature of the system eliminates the need for instructors to scan the faces of the
class in search of nonverbal cues that might signal frustration or confusion.

The design of the ATC also allows the instructor to share. the keypad question results with the
class. The instructor can display on screen not only a histogram indicating what percentage of the
class answered a particular keypad question correctly (or incorrectly), but also comparison data
showing how the class compares to previous classes responding to the same question.

An additional feature of WestConn's ATC is that each student's desk contains a personal
computer. The PC unit is mounted under a specially designed desk2. A glass top on the desk permits
the student to view a recessed screen; a slide-out drawer contains the keyboard. The advantage of
this desigji is that the visual field in the classroom is not obstructed by. PC hardware that might
otherwise pmvent normal viewing and interaction. The desks in the ATC are arranged in a
U-formation to facilitate high levels of interactivity. The PCs in the ATC are networked within the
classroom (LAN) and connected to the university Mainframe providing both local and campus-wide
connectivity.

Pedagogical Features of the System

There is a paradox in the fact that while learning theorists long ago identified the critical elements
essential for facilitating learning (Gagne, 1970; Hilgard & Bower, 1966), these elements are often
ignored in the design and delivery of instruction, particularly at the university level. Perhaps, it is
because most faculty at the university level hold a Ph.D. degree and Ph.D. programs are not structured
or intended to prepare teachers (Lewis & Altbach, 1992). For optimal learning to take place, there
has to be a careful marriage between the structure of the lesson and established principles of learning.
Perhaps the greatest virtue of the ATC is its capability for weaving basic principles of learning into
the fabric of a lesson/course.

One exatr ple of the ATC's capability for capitalizing on established principles of learning is its
provisions for nteractivity (Horowitz, 1988). Basically, interactivity refers to the dynamic exchange
that takes plat e between the learner and other components of the system; the extent to which the
learner becomes an active participant in the learning process. Interactivity may include several kinds
of engagement: a learner may engage the content/materials of the lesson, a learner may engage the
instructor who is directing the lesson, or a learner may engage other students participating in the
lesson. Each form of interactivity plays an important role in maximizing opportunities for learning.

The design of the "Advanced Technology Classroom" enhances opportunities for all forms of
interactivity. In the ATC students interact with the instructor not only through the traditional mode
of questions and answers exchanged during instruction, but also through the use of keypad response
units and student PCs. The incorporation of periodic keypad questions into a lesson forces full
participation by an members of the class and provides the instructor with a more accurate indication
of student progress than could be attained through sampling that is based solely on voluntary
responses. An inherent benefit of the keypad units is the confidentiality they provide to students,
since responses to keypad questions are essentially confidential (only the instructor knows). This
means that students can respond to questions without fear of being publicly embarrassed by an
incorrect answer. In a conventional classroom a sizeable number of students withdraw from
participation, in part, for this reason.

Interactivity with the content/materials, the instructor, and with other members of the class is
also facilitated by the U-formation of the classroom desks and by the accessibility of personal
computers. The personal computers play an especially important role in fostering interactivity. There
are, for example, numerous software packages that enable students in math classes to analyze data

2The personal computers and special desks for the ATC were acquired through a State of Connecticut,
Department of Higher Education, High Technology Program Grant awarded to M. Fischer in August,
1989.
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that the instructor has provided as part of a lesson. There are also software programs that enable
students to use their PCs to type in their own thoughts or comments on a particular topic which can
then be released by the student for inspection by the instructor or by the class-as-a-whole. Classroom
PCs can be used for library searches and for a multitude of other instructional purposes during the
course of a lesson.

A related pedagogical virtue of the ATC is that it allows students to monitor their own progress.
The increased opportunities for interactivity provide students with a steady stream of feedback on
the correctness or incorrectness of their responses_ This immediate feedback serves to either reinforce
prior learning or, alternatively, signal the student that more study and practice are necessary.

The ATC is also ideal for assisting the instructor in making the lesson relevant and meaningful.
With its capability for utilizing multimedia, the ATC can make the learning experience dimensionally
richer. With much greater facility than would be possible in a conventional college classroom, the
ATC can open the door to a wide range of experiences. Students can be taken to distant locations
around the globe to see "first-hand" the events and conditions they are studying. They can meet the
experts in their discipline and hear personal accounts of their contributions. They can be exposed to
broad applications of the principles and theories they are studying. In short, the learning experience
can be made to transcend the classroom. By transcending the boundaries otherwise imposed by space
and time, the ATC provides access to a larger body of information in ways not possible in a traditional
classroom. The end result is an enriched experiential base for learning.

The ability of the ATC to present first-hand information is by no means trivial. Since the
beginning of time, instruction has centered heavily on information handed down from an
indeterminable number of sources. The person acting as instructor served both as the repository for
information and the conduit through which that infonnation was communicated to the student. In
serving in this dual role, the instructor (not the information) was the focus of the lesson, as well as
the interface through which the learner came in contact with information. The depth and purity of
the information presented rested entirely on the accuracy of thc instructor's sources (whatever they
might be) and on the instructor's ability to communicate the information with minimal distortion.
With instructional systems such as the ATC, we move closer than ever before to the purest form of
information transfer, to instruction that is first-hand and experiential, as opposed to second-hand and
anecdotal.

Yet another pedagogical virtue of the system is its capability for catering to individual differences
in learning styles. It accomplishes this in a number of ways. First, the very nature of the system
encourages the instructor to present information both auditorially and visually. Though it is customary
for instructors in traditional classrooms to periodically back-up their spoken lectures with a variety
of visuals, there is a tendency to rely primarily on the auditory mode of presenting information. The
design and operation of the ATC tends to strike a better balance in how information is communicated.
In doing so, the ATC manages to accommodate both students who arc auditory learners as well as
those who learn best when information is presented visually. Indeed, there is a body of literature
suggesting that for all students, learning is facilitated when abstract concepts are visually broken
down into more concrete, digestible units (Arnheitn, 1969). Through what has been termed
"conceptual visualization" the learner comes to more readily apprehend concepts that would remain
unclear in the absence of visual dissection.

A second way in which the system meets the needs of students with different learning styles is
its capability ior accommodating both extraverted and introverted learners. While extraverted learners
tend to be more comfortable participating in classroom interactions, their introverted counterparts
are usually more reluctant to engage either the teacher or their fellow classmates (Eysenck, 1976).
The incorporation of the keypad units into the ATC affords an opportunity for introverted students
to participate covertly in the lesson without having to sacrifice whatever need they might have for
anonymity.

A final pedagogical benefit of the ATC, and one that is extremely important, is its impact on
the structure and organization of the lesson. Since the use of the ATC requires pre-programming the
system for the presentation of instructional materials, the instructor is obliged to pay strict attention
to the structure and orchestration of each lesson. As a consequence, instructors using the ATC tend
to have a greater awareness of the structural integrity of their lessons that those whose presentation
format allows them to be more casual about how course content will be presented.

Student and Faculty Reactions to the System
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Given the many pedagogical features of the ATC, the question remains, is it effective? To
answer this question faculty participating in the ATC project at West Conn administered a survey to
students taking courses in the "Advanced Technology Classroom3." The survey asked students to
evaluate specific features of the ATC and to rate the overall effectiveness of the ATC as compared
to a more traditional classroom setting. The features that were examined included: the effectiveness
of the computer-based visuals, the impact of the ATC on the organization and sequencing of
instruction, the effectiveness of the keypad response units, and the effectiveness of the ATC in
fostering interest and motivation.

Students were asked to respond to each survey item by indicating their rating on a 7-point Likert
scale. Three points on the scale were pre-labeled to assist students in arriving at their decisions. A
low rating of "1" indicated that, for the feature under consideration, instruction in the ATC was "much
less effective" as compared to a regular classroom. A rating of "4", the mid-point on the scale,
indicated that the two instructional environments were perceived as being "the same." A high rating
of "7", indicated that the ATC was perceived to be "much better" with regard to the feature under
consideration.

The results of the survey indicated a high degree of studcnt satisfaction with the ATC. For each
feature examined, 90 percent (or higher) of the students rated the ATC as being better than the
traditional classroom with the majority of responses clustering around "6" or "7" on the seven-point
scale. Anecdotal remarks from students included comments such as: "sparks interest", "sticks in
your mind", "keeps all students involved", "allows maximum participation", and "shows us things
we wouldn't see otherwise."

Like students, instructors teaching in the ATC also had positive reactions about the instructional
system. All of the instructors involved with the ATC project felt that the electron.c classroom
stimulated student-learning. They reported increased attentiveness from their students and a greater
number of unsolicited statements extolling the virtues of the classroom. Instructors reported, in
addition, that the system enhanced their instructional effectiveness by promoting greater classroom
efficiency. They found less of a need to repeat information and received fewer requests from students
for clarifying examples. The time that would otherwise have been allocated for these activities was
therefore available to use for other purposes, such as providing additional instruction or engaging in
other class activities. Although the time savings reported varied across instructors, it ranged from 5
to 15 minutes of additional time per class period.

Indeed, the ATC was so well received by students, faculty, and administration that it served as
a catalyst in initiating campus-wide interest in information technology systems and provided the
impetus for the installation of additional hi-tech classroom at the university.

Ile results reported here are based on data collected by Drs. G. Buccini, J. Cilliza, and M. Fischer.
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Abstract

This document describes what we call an Interactive Information Center (IIC). An evaluation
of both cultural and economic aspects has led us to believe that a major requirement of our
modern industrial societies, i.e. the rapid dissemination of knowledge and skills, can no longer
be met by educational institutions which exclusively rely on classical training schemes, even if
modern technologies are used (i.e. computer support).

In our opinion training should be preceded by the use of new infrastructures, which
interactively illustrate the purpose knowledge and skill have in our society. We are referring to
new infrastructures for motivation, games, experiment, simulation, counseling etc. The
Interactive Information Center has been devised for the purpose of encouraging people to search
for suitable information methodically (e.g. training and education), stimulating interaction with
simulations and having advisory dialogues with people or machines. Finally, it is a guide to a
modern specialized, yet holistic training programme.

I. Introduction: A New Diagnosis:
Categories for a New Modelling of Socio-cultural Systems

'Modern societies are characterized by their continuous endeavours to improve
and renew the basic structures needed for the evolutionary progress of all members
of the community. In their ideal form they represent the unity of education and
training, i.e. the unity of rational knowledge, technical skill and humane attitude.
Only in the openness und dynamic development of modern societies can
opportunities arise to realize the highest goals: to contribute to the development
of and connection between cultural and material growth." Johann GOtschl
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-or

20th century societies may be characterized by technological and social developments, which
led to a new understanding of rationality (GOtschl, 1992). Some reasons for the reformulation
and transformation of the concept of rationality are:
a) the increase of dynamics and complexity (connectivity) of systems
b) the understanding of the limits of regulation and control (self-organizational processes in

physical, biological and socio-cultural systems)
c) the understanding of the limits of predictability (e.g. chaos-theory)
d) the understanding of the necessity of the increase of justification and evaluation and

transparency
e) the understanding of the necessity of new forms of decision-making
f) the understanding of the correspondence of the increase of knowledge and the increase of

competence of decision-makers
The consequences of a new concept of rationality represent a new world-view. A new world-

view is necessary because it possibly offers new solutions to the various problems of nature and
mankind (e.g. ecological, socio-cultural, multi-cultural, economic, political, scientific, existential
problems).

The question is how we construct or generate initial conditions for such an adequate world-
view, adequate to the various problems around us.

Technological and scientific progress in our society moves so fast that an individual with an
"ordinary" world-view has a rather reduced chance to locate and "culturalize" his or her position
between the dynamics of nature, society, technology and the emergence of humanity.

This leads to a deficiency of self-determination of (wo)man, which in turn leads to
estrangement, ignorance and chaotic behavior (Postman, 1992).

In order to use and transform the categorial changes of the world it is necessary to create a new
infrastructure, which enhances the process of diffusion of scientific and technological knowledge
into all levels of society. We suggest therefore to establish Interactive Information Centers in
connection with existing institutions of higher education and training.

We feel there is an urgent need for new concepts of and instruments for the dissemination of
information, because the "half-decay-rate" of knowledge has been reduced to less than six years
in key areas of knowledge, e.g. biology, chemistry, medicine and information and computer
science. This implies that even specialists who are unwilling or unable to keep up their studies in
their own fields of knowledge have but 25% of the information available in this field after about
twelve years.

In the field of computer science the development cycle of new hardware has been reduced to a
mere 18 months. Because of the computerization of all dimensions of life it is evident that the
dynamics of knowledge-transformation will further increase.

Therefore, it is necessary to develop new and efficient methods for the dissemination of
knowledge, both in the form of specific training programs and in the form of "lifelong study".
This situation is complicated by the fact that existing professions increasingly change their
profile and that new professions emerge. Moreover, contradictory demands are made on learners
as both expert training and holistic integration of knowledge are required.
Modern industrial societies thus face four major challenges:
1. There is an urgent need for the improvement of the dissemination of information.
2. There is a growing demand for infornation retrieval and/or the retrieval of structured

information (knowledge).
3. The restructuring of existing professions and the emergence of new professions should be

supported by suitable institutions of training.
4. Social developments should not be seen as isolated events but as being interdependent

processes. The answer is neither "universal knowledge" nor "specialized expertise". A new
type of expert training is required: one that generates understanding of general aspects and
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interdependencies and at the same time imparts methods for knowledge acquisition
management to help acquire knowledge quickly and according to the level of one's needs.

2. A New Conceptional and Instrumental Reaction:
The Interactive Information Center and Its Three Components:

Motivation, Simulation and Training

As a possible answer to these challenges, we suggest the establishment of an Interactive
Information Center (IIC). It consists of three components: a Motivation Center (MC), which
provides the trainee with information in a lively and entertaining way ("edutainment", "info-
tainment") and arouses the desire to acquire further knowledge; a Simulation Center (SC), which
enables the user to experiment with the virtual images of real processes of life and imparts
insight by offering him advise, counseling and special information; and a Training Center (TC),
which provides intense, continuously up-dated, in-depth training schemes for the participants,
who are well prepared and motivated.

In the following three sections (3-5) the three sub-centers, Motivation Center, Simulation
Center and Training Center, will be discussed separately. In sections 6 and 7 we will summarize
the way the three sub-centers are coordinated and suggest further steps to be taken.

3. The Motivation Center

The Motivation Center (MC) is based upon the imperative of a "person-centered approach".
One might simplify matters and say that the Motivation Center brings together people by means
of high tech environment in a playful and entertaining fashion. People who are visiting the MC
learn how to communicate in a new qualitative dimension. Only in the process of communication
do motivational structures evolve, see (GOtschl, 1992, 1990, 1987). Therefore it is necessary to
start a highly individualized communication process by means of computer animations, computer
simulations, interactive art objects, virtual reality environments, see (Maurer & Carlson, 1992;
Hattinger et al, 1990) etc. The MC should grasp the people's focus of attention and provoke them
to communicate and play. The communicational and game-like interactions should initiate self-
organizing motivational structures for more innovative life-dynamics and life-styles, see (Gerken,
1990), which should result in innovative economic potentials for finding new products and new
services. The high-tech scenario offers open motivational structures for initial and further
training.

Computer-oriented infrastructurcs such as the Electronic CAFE (Communication Access for
Everybody), see (Barry, 1991; Foresta, 1991; Maupas, 1992), the Viewseum, see (Maurer &
Williams, 1991), The Networked Virtual Art Museum, see (Loeffler, 1992) or the Ars Electronica
Center, see (Leopoldseder et al, 1993) are based on networked services such as thc transmitting
of high-quality digital information over ISDN telephone lines. These networks may realize long
distance, multi-cultural and multi-user virtual reality environments,. which may generate new
qualities of psychological counseling, training and education, information on different
occupations and career prospects in different countries, general information on the latest
developments in the international job market, etc. One of the main components of the Motivation
Center in terms of infrastructure is a substantial hypermedia system (HS). It provides
comprehensive information in the form of video clips, images, encyclopedic data, diagrams and
cartographic data on all aspects of modern life etc. The main advantage of such a hypermedia
system is that it is so easy to handle that even newcomers to computing can cope. It is fun to
woik with, and thus creates and enhances motivation, see (Maurer, 1992) and (Maurcr et al,
1992).

The communication facilities of the hypermedia system permit an extensive exchange of ideas
and access to even remote data, paving the way for more advanced uscs (see section 4).

C.
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4. The Simulation Center

The Simulation Center (SC) is based upon the imperative of a computer-supported processing of
"world-information" which is relevant in cultural and economic terms. This imperative is put
into practice by the following elements:
a) Application of high-performance PC networks which permit access to various data bases and

thus make the local processing of data possible. This function may be part of the hypermedia
system outlined in section 3. This "orthogonal" application enables the user of the MC to
proceed to the SC easily.

b) Advice and recommendations for the user given both by people and by computers. Computer-
supported counseling might be carried out by means of a computer conference with
hypermedia systems (HS) and virtual reality systems (VRS).

c) Formation of models of rea' -one Aim processes by using computer simulations or by means
of cooperative "games" alotit, nes of VRS, where the computer has a guiding fimction.

5. The Training Center

The Training Center (TC) is based upon the idea that in the shortest possible time the trainees
should reach a satisfactory level of training. This would be a level that suits his or her job
situation and/or the general short-term and medium-term labour market conditions in the best
possible manner. This idea might be realized by the following elements:
a) Dynamic planning of training in the field of applied information science
b) Holistic fashioning of training contents
c) Dynamic cooperation between the IIC and the economic sector
d) Realization of a)-c) by means of sp-cial training programs (training, courses, seminars,

tutorials etc.) with HS and VRS as general infrastructure for group discussion, electronic
library, etc.

The trainees use the whole networked infrastructure of the IIC. Training rooms are designed as
"classrooms of the future", see (Ivlaurer & Williams, 1991): About 9-12 trainees are sitting
around an oval desk with built-in computer-terminals which are connected to a HS.

Explanations of the trainer are visualized at the terminal-display. Trainees have permanently
local and remote access to encyclopedic data, various forms of dictionaries, a global bulletin
board system, etc. and are connected to other infrastructures like the IIC.

6. The Holistic Integration of the Three Components

The idea of the IIC is based upon the insight that the traditional and classical training centers do
no longer suffice to make the trainee experience the current and realize the future developments
of modern society and put this knowledge into practice in his or her professional life. Our society
is developing and changing rapidly, and its complexity is increasing. Therefore, it has become
necessary to create the right conditions for modern education before training.

These conditions are: motivation of the individual to acquire more knowledge and skill through
interactive technologies and simulations. The Motivation Center opens the trainee's eyes to the
possible applications of computers, increases his or her interest in working with the computer
and prepares him or her for the development of his or her personal interests in the Simulation
Center. In a similar way the Simulation Center prepares the user for the core of the IIC, the
Training Center.

Thus, the HC can also bc seen as a kind of channel in which a continuous diffusion of
information of various kinds takes place. By means of the playful handling of high tech, this
channel leads the visitors and users of the IIC from the motivation component (MC) to the
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simulation component (SC), where complex ideas may be tentatively tested with the highest
degree of rationality and precision in HS and VRS. When these simulations reach a level of
quality close to what can really be imagined, the trainee qualifies for specific training in the
Training Center (TC). This process may be illustrated as follows: see attached diagram.

I I C
Interactive Information Center

Motivation
Center

Simulation
Center

feedback system

7. Outlook

_*ITraining
Center

With the IIC's key intention in mind we plan to cam out a comparative analysis of several
international activities in the constructing of new hypermedia and virtual reality infrastructures,
such as the Ars Electronica Center in Linz/Austria (start of construction in 1993), the Electronic
CAFE in Paris/France (in operation), the Networked Virtual Art Museum in Pittsburgh/USA
(planned), the Interactive Communication Center in Japan (planned), and we are working with
the emerging technology of virtual reality and cyberspace systems in combination with
hypermedia systems. The authors are involved in several such projects. The concept of the
Interactive Information Center (planned, Graz/Austria) is the conclusion of a networked cultural-
economic approach.

At this moment we are in the process of installing an international high-level Advisory Board.
In a first 1IC conference the members of the Advisory Board will communicate their ideas about
the IIC and its subcomponents. Plans for the conference will be made after the members of the
Advisory Board have been nominated. At the same time we arc setting up an Executive Council
for operational purposes, which will see to the local realization of the IIC.
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Introduction

. Introductory computer science courses must provide students both a theoretical foundation
for study of the discipline and more concrete skills necessary to begin implementing programs.
To achieve these goals, students must learn general problem solving skills, algorithm design,
and an implementation language. Additionally, software engineering and program design tech-

ques should be learned from the outset, and the beginning student must learn the basic soft-
ware tools for programming and design. Maintaining a balance and perspective among these
somewhat disparate skills is one of the principal challenges of the introductory courses.

A number of studies have investigated novice programming in general and the more spe-
cific issues of teaching programming in a computer science curriculum (Baile, 1991; Soloway &
Spohrer, 1989; Koffman, Miller & Wardle, 1984). The Association for Computing Machinery's
Computing Curricula 1991 (Tucker, 1990) points out that programming encompasses all of the
activities involved in the description, development, and implementation of algorithmic solutions
to problems. The difficulty inherent in teaching program and algorithm design at the same time
as program implementation is central to the issues of teaching programming. This difficulty is
exacerbated by introductory computer science courses and texts that structure the presentation of
design and programming principles around the introduction of a particular programming lan-
guage. It is difficult to avoid this structuring, but for the student learning his or her first pro-
gramming language there is an understandable tendency to loose sight of abstract concepts when
tying to implement an algorithm in a particular language.

The challenge of teaching programming in the introductory courses lies in simultaneously
teaching 1) general problem solving skills, 2) algorithm design, 3) program design, 4) a pro-
gramming language in which to implement algorithms as programs, and 5) software tool use
that supports design and implementation. Attempts to separate the teaching of these skills have
typically focused on separating program design from the other facets. In general, this has re-
sulted in students' acquiring better design skills (Baile, 1991).

The separation of program design and description from implementation is one of goals of
computer aided software engineering (CASE) (Boehm, 1981). This suggests that commercially
available CASE tools might play a role in the introductory computer science courses (Sidbury,
Plishka & Seidler, 1989). Yet, commercially available CASE tools have some potential draw-
backs: complexity of the CASE environment, an interaction style possibly different from other
elements of the programming environment, documentation that is not appropriate for introduc-
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tory students (Mynatt & Leventhal, 1990), and expense for both the software itself and the sup-
porting hardware (Kiper, Lutz & Et linger, 1992).

Student oriented software tools have been implemented that overcome some of these draw-
backs. In a system designed for the beginning student the implicit enforcement of design meth-
odology characteristic of CASE systems can be more closely matched to the needs of the student
Carrasquel, Roberts, and Pane (1989) describe a visually based system designed for studcnts in
introductory (kurses. The system allows students to enter and edit a structured design that
specifies data and control flow among modules. The system can also interact with other pro-
grams for data display and code entry. Schweitzer and Teel (1989) developed a system for teach-
ing structured design that automates several aspects of design and code generation. The SODA
system (Hohmann, Guzdial, & Soloway, 1992) closely ties students to a computer aided design
(CAD) model of program design and development. Programs that support student's design and
implementation tasks in the introductory courses are a natural extension of a tool based ap-
proach automating some aspects of programming.

An Environment Integrating Design, Progrimming Language, and Hypertext

The environment we are using for our introductory programming courses provides students
with a closely integrated suite of pedagogically oriented programs. The programs and the inter-
relationships among programs are designed to support the independent development of each of
the skills necessary for programming, while keeping more abstract concepts of computer science
in sight. The environment integrates design and programming tools with a hypertext of lecture
material and liboratory exercises.

Figure 1 below shows the principal components of the environment. Design Tool, in the up-
per left corner, is a student oriented CASE tool focusing on visually based structurcd program
design. It serves as a vehicle to develop skills in problem solving by problem decomposition and
incorporates a pseudocode language designed for the beginning student.

The hypertext notebook is shown in the lower right of the screen. It includes all material
presented in classroom lectures organized as hypertext. The notebook is uscd concurrently with
Design Tool and the programming language environment and incorporates the materials used in
student laboratory exercises. Each student has his or her own copy that can be annotated. The
Pascal programming environment is shown in the upper right. Information can be eas:ly trans-
ferred among each component of the environment.

Design Tool

Design Tool provides a visually based system for problem solving using problem decompo-
sition, program design via structure charts, data flow checking, Pascal code generation, and re-
port production. To facilitate separating the tasks students must master in learning to program,
students' first experiences with the laboratory's environment are a series of exercises using De-
sign Tool in problem decomposition. In completing design exercises, students are introduced to
the diagramming and report writing facilities of Design Tool, as well as the general windowing
and editing environment, before learning the Pascal language facilities.

Design Tool provides general tree display facilities for module creation and deletion, reor-
dering and repositioning of modules, collapsing and expanding subtrecs and windows, and vari-
ous layouts of the tree structure. As shown in Figure 1, an overview diagram of the entire struc-
ture is always in view orienting the displayed modules to the complete program design. The
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overview also provides navigation facilities for moving within the module structure. The display
facilities for panning, using the overview, and zooming in and out on parts of the structure are
designed to facilitate the student's keeping track of the overall design during development.
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Figure 1. A typical screen showing the components of the student environment.
The upper left window is the student oriented program design and problem
solving tool showing an overview of the complete design and the student's ar-
rangement of the design and code. The upper right window is the Pascal editor
with code transferred from Design Tool. The hypertext in the lower right is
opened to a section giving a tutorial overview of a programming construct.

3

A student on o1.d pseudocode language, centering on data flow and consistency, is avail-
able in Design Tool. A complete Pascal program module can be generated automatically from
the pseudocode. Default values for language elements allow the student to design moderately
complex problem solutions and generate most of the Pascal code very early. These early exer-
cises serve to reinforce the lesson that programming focuses on problem solution and design and
not the particular programming language or hardware.

CASE software is typically designed to tie its user, more or less rigidly, to a particular de-
sign methodology (Vessey, Jarvenpaa & Tractinsky, 1992). In Design Tool several constraint
and consistency checking options can be used to enforce a particular methodology. For example,
during the early weeks of the course, modules can only be created using a top down methodol-
ogy. The student is required to start at the top of the module hierarchy, only adding modules di-
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rectly below existing modules. Relaxing various constraints enforced by the system, regarding
the availability and consistency of data, gives the user more freedom in the design of programs.
With no module creation or data flow constraints, the system can be used as a sketchpad in cre-
ating and connecting modules. Data flow and consistency for module sets can be checked at the
request of the user. Finally, the student's design created in Design Tool can be printed and used
as his or her written design assignment. Subsequently, the design is used as the basis of the im-
plementation. The information in each module can be copied directly into the program file when
code is generated, serving as documentation and a guide for the developing program.

Hypertext Notebook

The hypertext serves to integrate concepts introducee La the classroom and text with the
design and programming environment. The notebook contains the course lecture material and
supplements: course syllabus, schedule, laboratory exercises, programming assignments, and a
large set of designs and example programs. The system in which the hypertext is implemented
allows the direct transfer of information to both Design Tool and the programming environ-
ment. Laberatory exercises are based on transferring programs and designs from the notebook to
the programming environment. Students are required to exploit the integrated nature of the
learning environment by using Design Tool to interactively examine program structure by exe-
cuting example programs. Students are also encouraged to annotate their copies of the hypertext
for study.

The hypertext is structured to reflect the sequence and scope of lectures. General lecture
topics serve to organize the text by unit. Within units, main lecture points serve as organization
points from which stndents can explore concepts in greater detail. Each unit provides numerous
examples illustrating newly introduced concepts that build on previous examples and concepts.
Students can experiment with the programs by copying them directly into the programming en-
vironment, and then compiling and executing the code. All examples used in the lecture are in
the hypertext so that during lecture students can focus on a program's explanation and discus-
sion and later use the hypertext to review and annotate Ie.

One element of the hypertext is Quick Look scr as shown in Figure 1. A Quick Look
provides a brief explication of a concept introduced in class and the text. The hypertext includes
a series of these for the control and data structures presented in the course. The Quick Look
screens provide a readily available and easy to use help facility for programming language se-
mantics and data structure concepts analogous to the programming language syntax help facili-
ties included in most programming language environments. These screens can be displayed to-
gether with corresponding laboratory exercises to help students gain a greater understanding of
the implementation of concepts. Key concepts on the Quick Look screens are linked to more de-
tailed information in the hypertext.

The development of the hypertext was in part motivated by a curriculum restructuring fol-
lowing the suggestions of the Association for Computing Machinery's Curricula '91. During the
course of authoring the hypertext, frequent referral to Curricula '91 suggested that for our own
use it might be useful to have that document on-line. To meet this need, the printed document
was scanned and converted to hypertext. We maintain a separate instructor's copy of the course
hypertext that incorporates links to the Curricula '91 hypertext.
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Discussion

The structure of our introductory courses, based on an environment using a hypertext to in-
tegrate skills, is designed to address the challenges faced by beginning computer science stu-
dents in developing programming expertise. The goal of the environment is to facilitate a peda-
gogy that allows instruction to focus on each of a set of somewhat disparate skills. The early in-
troduction of program development tools as an integral part of program implementation serves
as a foundation for a tool based approach used in more complex software development environ-
ments.

Design Tool is the first program students interact with, and the first weeks of the course fo-
cus on developing problem solving skills using problem decomposition. The use of this visually
based environment for problem solving togethcr with the hypertext is typically greeted with an
enthusiasm that can help overcome some of natural frustrations in learning any new software
system. The repository of program designs ir the hypertext notebook provides examples of
complete designs for study in the early weeks. The first exposure to the programming language
facilities entails transferring and executing programs from the student's hypertext notebook.
This is designed to attenuate some of the difficulty in developing skills using the language facil-
ity, a "training wheels" approach.

The code generation facilities of Design Tool are designed to allow students to focus on al-
gorithm development. Much of the potential for errors in data flow among modules is eliminated
by constraint checking in Design Tool before moving to the implementation facilities. As stu-
dents progress to the development of more complex designs, the strictly top dowr constraints of
problem solving and module development are relaxed. This allows a design methodology reflect-
ing both top-down and bottom-up program development appropriate for module reuse and a dif-
ferent design methodology. Finally, the hypertext notebook serves as a facility to physically and
conceptually relate the more abstract concepts introduced in the course to the details of the
design and implementation environment.

Over the past year we have used student questionnaires to assess student response to the
tools and attitudes towards design and implementation concepts. Students have also completed
pre-test and post-test exercises, and a standardized series of assignments and exams. Each se-
mester students are required to complete three design assignments prior to any programming.
Nine programming assignments are completed, each emphasizing specific control and data
structures. Each programming assignment must include a preliminary design document. While
we have not completed our evaluation, we present a brief review of our findings to date.

We have seen an improvement in modular design. The number of designs submitted has in-
creased and the quality and completeness of each design has improved. Students using the suite
of tools show ari increase in the efficiency of their programming as measured by time to com-
plete programs. On the first few programs, time spent designing the solution has increased by 20
to 30 minutes. but the time spent programming has decreased on average by one hour. For larger
programming assignments, students have again increased their design time by 20 to 30 minutes,
but have decreased the time to complete a program by two to five hours. Design Tool facilitates
the design process and provides the students with a framework to organize their problem solu-
tion prior to entering the actual coding phase.

Student use of the hypertext has increased overall utilization of the laboratory. While the
time spent in programming may have decreased, the time working in lab and experimenting
with programming concepts has increased. Studcnts spend a slightly greater number of hours in
lab each week, and the distribution of the time on various activities has changed. While less time
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is spent on actual assignments, there is an increase in time spent investigating the concepts dis-
cussed in class, as well as other concepts not yet introduced. It is not uncommon for 10% - 20%
of the class to include design or programming concepts not yet introduced in class in their pro-
grams. This exploration seems to be facilitated by the hypertext with its easy access to example
programs and conceptual information. Students have indicated that they find the increasing
levels of detail in concept presentation, the multiple examples of each programming concept,
and the executable examples supporting each concept useful. Not only can they view the text of
the program, but they can copy the programs into the programming environment and observe
the results of the execution.

Future Directions

To further support students in the mastery of design and implementation skills, we are de-
veloping an algorithm animator which will be integrated with the hypertext, Design Tool, and
the Pascal programming environment. The animator's visual display of data and control flow
will provide an additional representation of the concepts introduced in the course. As with the
other components of the learning environment, the animator is designed to supply a bridge be-
tween abstract concepts and more concrete representations.
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The AT&T Teaching Theater
at the University of Maryland at College Park

WALTER GILBERT
Computer Science Center

University of Maryland at College Park 20742-2411, USA

The University of Maryland at College Park, with the financial support of AT&T, has
designed, constructed, and is using a classroom which features technology to transform lectures
and learning. A network of computers, highly integrated with a broad array of audio/visual
equipment, is set in an attractive atmosphere to encourage creative approaches to instruction. The
room, The AT&T Teaching Theater, is an important step in extending to the lecture environment
the benefits of technology that are revolutionizing other aspects of education.

The AT&T Teaching Theater stands out in many ways from the high-tech classrooms that exist
elsewhere in higher education:

Goal: The major goal of the Teaching Theater is to improve the lecture process by
changing it from its traditional unidirectional information flow to involve more collabora-
tion. The availability of both anonymous and personalized intercommunication between
the instructor and the students, and among the students themselves, creates unique and
empowering classroom dynamics.

Availability: The AT&T Teaching Theater is a Campus resource; ir use is not restricted
to any particular discipline. Courses from Anthropology to Zoology are candidates for
the kind of transformation the facility supports. Academic disciplines that have used it
thus far include Anthropology, Computer Science, Engineering, English, History, Housing
and Design, Information Systems Management, Library and Information Service, Mathe-
matics, Psychology, and Zoology.

Support: An integral feature of the Teaching Theater is its support staff who are
dedicated to keeping the facility current and responding to the creative requirements of
faculty and students. With additional support from The Center for Teaching Excellence,
another UMCP effort aimed at improving instruction, an active program has been estab-
lished to assist faculty in preparing to use the Teaching Theater effectively. The room
is never used without the presence of an experienced support person

Research: Support is available for designing, implementing, and evaluating research
projects involving the AT&T Teaching Theater. Installed facilities provide multiple ways
of recording class sessions for later analysis.
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Background

The focus of the AT&T Teaching Theater on improving lectures is difficult for many people
to comprehend initially. A common first reaction when presented with a classroom which has
exceptional computing and audio/video capacity is to imagine an expanded computer classroom
or dazzling multi-media presentations. It often takes an extended discussion to clarify the concept
of really changing the way lectures are done. Also, since faculty have rarely ever experienced a
lecture enhanced with lectureware, they can easily revert to focusing on the computers as
computers instead of as lecture-assisting tools. The bottom line is that the AT&T Teaching Theater
is intended to bring faculty and students closer together and to magnify the role of the instructor
rather than substitute for the instructor and take over parts of the teaching process.

The lecture itself is probably the last of the educational processes to be substantially affected
by technology. Every other area, from custom publishing of textbooks to doing homework, has
been driven by, or at least improved by, technology. While the addition of sophisticated
audio/video presentation and computer demonstrations has improved the quantity and diversity of
information directed from the instructor to the student, these mechanisms still support only a one-
way flow and offer little opportunity for students to benefit from the contributions of their peers.
Additionally, they offer no support for the instructor to assess class understanding and the effec-
tiveness and pertinence of his or her teaching efforts.

Available software permits an instructor to quickly assess the level of preparedness of the class
by asking a question and receiving anonymous responses from all students, not just the traditional
hand-raisers. These responses can be simple votes (yes/no), multiple choices, or short written
statements. Software designed for group brainstorming is easily diverted to a variety of
collaborative processes. Just the ability for all students to "talk" simultaneously and review their
collective statements as the "discussion" proceeds can be a valuable process.

In the typical lecture setting, class response is often biased by the uneven distribution of
students who actively participate in the classroom. This bias can color both the instructor's and
other students' perceptions about the general level of understanding. Research at Maryland and
elsewhere shows that classroom participation by womcn and minorities is consistently lower than
average. One of the design goals of the Teaching Theater is to support and capitalize on si-
multaneous, anonymous input from students.

The AT&T Teaching Theater relegates sophisticated technology to a status similar to that of
books and chalk, permitting it to be useful to faculty in virtually every discipline. The question
a potential instructor must ask is: "Can my goals for this class be better accomplished using
collaborative techniques and improved communication among the students, myself, and their class-
mates?" This is a much more difficult question to ponder than "Will my students better understand
soil conservation by having access to the Soil Con software in the classroom?"

The AT&T Teaching Theater is a fertile field for developing and testing new teaching concepts
and methodologies. It is a dynamic and evolving environment, and maintaining this evolution is
one of the key features in its planning. The active support and development effort will keep the
facility from backsliding to a nice computer classroom and will allow it to serve as an evolving
prototype for other Campus efforts. Already, three additional classrooms based on the AT&T
Teaching Theater experience are being designed for the new Business and Management Building
and the new Plant Sciences Building. The lessons learned in the design and construction of the
AT&T Teaching Theater are being used productively to reduce costs and to avoid subtle pitfalls
in designing and equipping these new rooms.
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The AT&T Teaching Theater offers unique research opportunities in the study of classroom
behavior, teaching strategies, comparative methodologies, effectiveness of technology, and other
heretofore unaddressable issues. When appropriate, a detailed record of a class session can be
made on video tape and most computer activity can be logged for future analysis. Support is
available for faculty interested in using the unique aspects of the Teaching Theater for creative re-
search.

Some Examples of Use

To schedule the room to teach a class for an entire semester, faculty must submit a proposal
Lo the Steering Committee describing what they intend to do in the AT&T Teaching Theater that
they could not do in a regular campus computer classroom, A/V room, or computer lab.
Scheduling is managed by the project team.

Faculty have adapted to the AT&T Teaching Theater in a wide variety of ways, several never
imagined during the design phase of the project. One professor has established a hypertext
environment on all of the computers in the room. The home screen leads to the syllabus (which
leads to detailed class notes, etc.), supplemental readings, a class roster including a picture and
brief background of each student, a note-taking area, the list of assignments, several specific
applications, and other items. He also integrates A/V sources into his presentations.

Another professor uses A/V for presentation of case studies and tools from Vision Quest, a
group decision-support package, to support multiple discussion groups in the room. Her technique
depends heavily on anonymous interactions.

Other professors use collaborative writing tools in creative ways, and one professor has
developed a group software programming environment that permits students to collaboratively
create and test complex programs.

Specifications

The AT&T Teaching Theater can accommodate 40 students at 20 custom-designed student
desks. The desks are cantilevered so that there are no supports to restrict chair movement; the
front row of desks is wheelchair accessible. The computer monitors are recessed into the desk tops
so that they provide no visual obstruction. Student chairs are five-caster swivel chairs which
promote student interaction and somewhat compensate for the disadvantages of the theater style

of room layout.
The instructor's console is designed to encourage experimentation with the layout of equipment

and controls.
The room is 39'x24', this geometry restricted the configuration of student desks to four rows

of five. Each of the last three rows is tiered five inches above the row in front of it to improve
sight lines to the front. The ceiling is low: 7'6" in the rear and 9' in the front.

The AT&T Teaching Theater is in room 3140 of the Engineering Classroom Building, space
generously provided by the Electrical Engineering Department. There are two adjacent support
rooms. One houses all the computers and the other houses the A/V equipment and provides space
for the support personnel. The monitors, keyboards, and mice are operated over cables up to 45
feet long. Removing the computers from the room has many, many advantages.
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Computers

Each of the 20 student desks is supported by an AT&T 25MHz 386-based computer with math
coprocessor, 8MB of memory, and 142MB of local hard disk space. Each computer has a 17"
high-resolution color monitor, keyboard, and mouse. Windows 3.1 is the normal operating envi-
ronment. The instructor has two computers, each 33MHz 386-based computers with larger
memory and disks. The network server is a 33MHz 386 with 32MB of memory and about 3GB
of disk space.

Networks

All the computers in the AT&T Teaching Theater are attached to the Campus optical fiber-
based (Internet) network and to an AT&T StarLAN network with a local Novell server. These
connections give students and faculty access to all network-based information sources and
collaborative software applications.

Students and faculty can access their file storage on the Novell server from any of the
approximately 40 computer rooms on Campus which have Novell networks, particularly those in
the many workstation labs. In this way, students can print materials acquired during class sessions
without having to wait in line after class. They can also transfer files to or from their Teaching
Theater disk space, thus permitting them to set up class materials without having to manipulate
floppy disks during class. The availability of FTP permits dial-up access to files.

Audio/Video Projection

All the video equipment in the Teaching Theater, even the "overhead" projector, produces
NTSC (standard television) images. All images can be projected on either or both of two 41/2'x6"
rear-projection screerts in the front of the room.

The image from any computer in the room can be projected onto either or both screens; the
two projectors support up to 1024x768 resolution. The instructor can switch the image from any
student monitor to the front desk and can switch the image from the instructor's monitor to any
or all student systems. The students' keyboards and mice can similarly be switched. The
instructor can also blank all students' screens.

All equipment is controlled by a convenient touch screen on the instructor's desk or a
hand-held remote control. The audio/video equipment in the AT&T Teaching Theater includes:

two high-resolution projectors
a U-Matic (3/4") video tape player
a broadcast television antenna
a 35mm slide projector (video image)
a compact disc (CD) player
a stereo speaker system

an S-VHS video tape player
a laser disc player
connection to the campus video cable
an overhead projector (video image)
an audio tape player
a closed captioning decoder

Recording and Teleconferencing

The Teaching Theater has three remotely controlled video cameras, one in the front of the
room and two in the rear. One of the rear cameras is normally focuse: on the whiteboard, the
othcr two can be used to monitor classroom activity. All three cameras can be used for recording
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and teleconferencing. Several ceiling microphones pick up student voices; the instructor can wear
a portable, radio-linked microphone. Acoustic feedback is not possible because the microphones
are not linked to the speakers in the room.

The cameras and microphones are controlled from a production console containing an S-VHS
recorder, special-effects generator, and related equipment. The console is in the rear-projection
area.

Environment

By removing the computers and audio/visual equipment from the classroom to adjacent areas,
the classroom was optimized for human comfort while the equipment areas were optimized for
electronics. Specifically, the furniture does not have to accommodate computers with their noise
and cooling requirements, the acoustics do not have to provide

Room lighting is divided into eight separately controllable zones: six incandescent, each
continuously variable from full off to full on, and two fluorescent, on/off. An infinite variety of
lighting moods can be created and controlled by the touch-screen controller on the instructor's
desk.

The acoustics of the AT&T Teaching Theater have been carefully optimized for speech. In
addition, the room is very well isolated from outside noise and has a custom-designed air handling
system to minimize internal noise. This includes lined air ducts, turning vanes, and a low air
velocity.

All computer and key A/V equipment is powered by a 12.5KVA uninterruptable power supply
(UPS). This isolates them from transient power interruptions and damaging spikes. It also
provides a comfortable shut-down period when long outages occur.

Future Plans

The Campus is currently constructing the IBM Teaching Theater as part of a Total Quality
grant from IBM. It very closely resembles the AT&T Teaching Theater in design, function, and
support. Its seating is in two concentric horseshoes instead of four theater-style rows. This
configuration is preferred because it promotes collaboration and interaction between students. The
geometry of the AT&T room did not permit the use of a horseshoe configuration.

Construction is beginning on a new Plant Sciences Building which will contain two similar
classrooms. The larger will closely resemble the AT&T and IBM Teaching Theaters while the
smaller is a seminar room seating 12 in a single horseshoe. They share a common A/V-computer
room. They will available in Fall, 1995.
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Layering Tools for Analyzing Video Data:
Making Sense of Inscrutable Video Using a Signtficance Measure

RICKI GOLDMAN-SEGALL
Faculty of Education, University of British Columbia

Vancouver, BC, Canada V6T 1Z4

This paper proposes a new orientation in the development of software tools for researchers who
code, annotate, and analyze video data. The direction presented addresses a core problem in the
use of video data: how to make sense of the chunked clusters of video that are difficult to interpret
contextually and even more difficult to interpret when sharing data with collaborators. The claim
made is that dealing with video data is fundamentally different in kind than working with text-
driven data due to the multi-grained nature of video. As researchers code and annotate their data,
video chunks can be delineated and weighted. These layered structures will help us "see" what
video data are significant, and for whom, to the total body of video data. Significance is defined by
the users who will decide for themselves upon categories that relate to the task at hand. Adding the
significant measure will aid the work of collaborators sharing the same video and text by building
layered interpretations.

The Problem:
Analyzing the Significance and Contextual Nature

of Video Chunks of Data is Complex

A theoretical approach for understanding the significance of specific chunks of video data to
the entire video study needs to be developed.1 This situation is an impediment to our relying upon
video data to draw conclusions. The problem I would like to address is that, until we find a way to
determine the significance of certain video chunks to a large video stream, the conclusions we
draw may not be representative of the whole body of work. To ov. reome this problem, we need
first to examine why working with video is inherently different from working with text data, then
to explore the needs of users who are working with video data, and lastly to propose a model for
designing software with visual aids in a database that will help determine the significance of a
given chunk of data to overall objectives in a given study. What is needed are tools that help us
decide whether a closing of the eyelids is a twitch, a wink, or a conspiratorial communication, as
Clifford Geertz might ask (Geertz, 1973). Geertz appropriated the term thick descriptions (first
coined by Oxford scholar, Gilbert Ryle fRyle, 19711) to address issues of validity in ethnographic
descriptions of cultures. For Geertz, a thick description of the closing of the eye lids would enable
the reader of a text to come understand what that gesture might have meant for the blinker.
However, in Works and Lives, Geertz underscores that the meaning is tied to the writer's version of
the event (1988). In dealing with video data, thus, the meaning is ascribed by the writer of the text.
To build tools for video analysis, we must come to terms with who is the video researcher, who
shot the video, when, where, and for what purposepaying particular attention to the context in
which the event was recorded.

In Goldman-Segall (1989b, & 1990) a theoretical model of building layers of video data to thickly describe
the meaning of videotaped events was first recommended. These works describe the refining of a video
analysis tool, Learning Constellations I (LC I) which was originally designed in 1989 bymy colleagues and
I at the MIT Media Lab to analyze specific video data I had collected of children in a Boston elementary
school. LC 2, is a generic tool for video analysis, is being built in MERLin, the multimedia ethnographic
research lab in the Faculty of Education at UBC. The focus of MERLin is to develop tools for an emerging
community of video ethnographers.
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Conventional text-based computational tools will not handle video data because video data are

inherently different from text data. Compare the five minute text transcript of an interview of a

child named John with the data from a five minute interview of him recorded on video. The text
transcript is relatively easy to code, annotate with comments, file, store, retrieve. To analyze the
data contextually, the researcher who is trying to come up with a theory of a child's use of the
word "amazing" might have to consider the following: How is this word used to link ideas? Does

saying "amazing" give John time to pause in order to think about the next topic? How does this

word show curiosity about the world? What do we know about John's interest in one subject

compared to another? We can easily imagine the researcher (who is analyzing only text) searching

through hours of text transcripts to check for other instances of the use of 'amazing." It would not

be too difficult to compare John's use of the word with another child's. It would not be problematic

to search and link relevant annotations of other researchers who may have commented on John's

use of "amazing." Making textual annotation to a chunk of data would not necessarily present a

problem.
To analyze this video stream, we need to be able to interpret not only what John is saying to

us when he uses the word "amazing," but what he is doing hoping that what he does will give

us clues about what he means. We need to be able to determine which pieces are significant, if we

are to make meaning for video later. Therefore, what we need are tools that will "weigh" or "layer"

the significance of video data so that our conclusions are based upon what a child means when he

says "amazing" and then slaps his hand on his thigh and pauses, staring into space. To share our

interpretations of these kinds of events, we need semantic visual tools for communicating to others

what we thought was significant about what wc found.

Describing the Obstacle:
Interpreting Visual Images is More Difficult than Interpreting Text

What needs to happen in the development of software tools so that we will be able to interpret

video as intuitively as we do text? To answer this question, we need first to overcome a central

obstacle: interpreting visual images is fundamentally more difficult than interpreting text.
The problem is that we have not found a systematic method for interpreting visual images.

Landau (1989) in About Faces: The Evolution of the Human Face explores the evolution of facial

gestures of humans and primates. In this book, one finds a multitude of illustraticns of facial

expressions and a meaning assigned to each. As is clear from the title, Landau believes that these

gestures are the result of our earlier history, linking us with primat,n. (One example is the facial

rectum with the lips exposing the teeth. According to Landau, this "smile" was once the gesture

potential encmies to stay away.) Landau's interpretations of facial gestures do not address

and cultural differences. The issue facing a researcher using visual data is to find a way to

. ,..?..rpret a given gesture or visual representation. If we are to make meaning from our visual data,

Ate need less to have a universal taxonomy of what gestures mean, and more a method of

exploring the meaning for that person within agiven culture.
What does it mean to interpret visual images and attach a meaning to what we see? The job of

interpreting signs is as old as our humanity. The earliest records we have that people made sense

of the world through interpreting images are the paintings on cave walls. Some paintings told

stories about great hunts; some taught others where to look for food or shelter; and some

communicated to other travelers the best route to another settlement. In this last example, these

early paintings were navigational tools for exploring the physical and spiritual terrain. In fact,

what we do today with multimedia software tools that use visual images is quite similar. We

construct narratives; we educate; and we try to design pathways for navigation through data.

Our historical obsession with the power of the visual representation is perhaps most clearly

described in the bible: one of the ten commandments is not to create or worship a graven image. In

pre-biblical times, each god or goddess had a physical manifestation. In becoming a monotheistic
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religion, Judaism and then Christianity forbade the worship of the representation of deities or even
the representation of bne deity. Elliot Soloway, when talking about children using multimedia,
says that "those who create the images are empowered" (Soloway, 1992). The fear of the high
priests was that people should not have the power to create their own representations.

The legacy of the biblical non-pictorial texts is that they lessened the multiplicity of
interpretation that was intrinsically connected to the power of visual icons. However, it should be
pointed out that the Byblos alphabet of the ancient Semites is a system requiring a great deal of
interpretation it is a system of letters standing for sounds that have no letters for vowels. Illich
and Sanders (1989, p. 12) say that meaning is "breathed into" the semantic Byblos text by the
reader. This is reminiscent of Jerome Bruner's (1986, p. 7.) statement about that the text is
"loosened in the mind of the reader." In the Byblos text, meaning is understood by analyzing the
word in relation the whole sentence and chapter.

When Greek merchants took this writing system back to Greece, they altered the script by
adding letters for vowels.

The Greeks froze the flow of speech itself on the page. The [Hebrew] scroll had been sounded thus far
through an act of interpretation of the letters... The Jew searches with his eyes for inaudible roots in
order to flesh them out with his breath. The Greek picks the sound form the page and searches for the
invisible ideas in the sounds the letters command him to make (pp. 12-13).

Historically, representing knowledge movedfromreading pictures (such as, Egyptian
hieroglyphics and Mesopotamian ideograms) to the Semitic system of reading words with
consonants that needed to be contextually read to be understood. When the Greeks assigned a
fixed vowel to each word, the role of the reader became less interpretive. With this progression,
meaning was less likely to be constructed by the reader and more likely to be assigned by the
author of the text. The challenge of the re-introducing the visual into our texts is that interpretation
may once again become the prerogative of the viewer.

Addressing the Problem:
Building Tools to Organize and Interpret Visual Data

Hierarchical, Narrative, Relational and Hermeneutical A proaches

The power to build images and manipulate visual data has changed hands with the use of the
computer. The computer has become a tool to manipulate visual or text-based items; it is "a
facility for machine support of arbitrary cross-linking between items." (Conklin, 1987; Drexler,
1987). Those items or objects can be text, sound, or visual units. A range of approaches has been
taken to deal with the manipulation of video and text data. I will describe several approaches that
are hierarchical, narrative, and relational in structure.

A hierarchical approach is exemplified in a multimedia authoring system called HyperG
(Maurer, 1992). Maurer and his team at the University of Technology in Graz, Austria arc
concerned less with building powerful mem-systems for accessing a large amount and an extensive
range of data. In HyperG each item a word or a picture is attached to a structure. A structure
belongs to a parent structure. Navigation is handled either by following the hyperlinks attached on
a document or by browsing through what Maurer calls "the structure hierarchy" consisting of
documents, clusters, and paths. The design of IlyperG is an engineering problem: how does a
given structure support various activities? Maurer tackles the problem by establishing a
hierarchical model for searching and browsing data of all kinds.

In a more narrative vein, Davenport, Smith, and Pincever (1991, p. 69) define linking as a
"user-directed form of storytelling." Davenport and colleagues have approached the problem of
how to make stories of digital video by applying the cinematographer's point of view and by
building tools that a cinematographer would need to build film narratives. They describe what
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happens to the film editor when putting together individual shots to tell a story. Then, they ask
what would happen if one could build "machine-generated, multi-threaded parallel narratives that
users can adjust through linking" (1991, P. 73). Would multi-threaded parallel narratives build
layers or strata upon the base story-line, they ask? This notion of layering the multiple meanings of
a film event or stratifying the content was first described by Goldman-Segall (1989b), while
working with Davenport. She built upon Geertz's and Ryle's use of the term, thick descriptions.

We hypermedia ethnographers may want to rmd ways to build systems which delineate the consistency
of the smallest unit, or as it could be called, the content granularity. . . Geertz's thick descriptions may
be the conceptual tool we need in our designing of interactive systems. Thick descriptions are
descriptions which are layered and textured enough for readers/viewers to draw conclusions and uncover
the intentions of a given act., event, or process. (p. 118)

Other approaches suggest more relational and interactive methods of constructing meaning
from visual data. Lippman (1989), who first coined the word, granularity, lists five conditions of
an interactive system. These conditions are: interruptibilityability to interrupt and maintain
focus; granularityability to define the smallest grain or chunk; limited look-aheadability to
see the next step; graceful degradation ability to have a graceful way of concluding; and at
minimum, the illusion of infinitude in choices when describing interactive linking tools. The
underlying assumption in the interactive approach is that the structures should to respond like
neural networks. In this paradigm, what we know is constructed by interacting with and relating to
visual and text driven media in diverse ways.

Building tools to organize and link visual data is quite a different task from building to
interpret them. Interpretation tools require more than adopting a structural meta-approach, whether
it be hierarchical, narrative, or relational. What I propose is that tools be designed with a
hermenutical approach where the goal is to make meaning by understanding the significance of the
bits and pieces. The reader/viewer co-constructs meaning by assigning a weight to each piece. This
approach ties Lippman's notion of granularity to Geertz's (1973) notion of thick descriptions. You
get closer to understanding the richness of an event by first being able to describe it grain by grain.
The contextual additions to the grain or atom add the texture of the meaning. In fact, the exercise
of assigning mcaning is similar to constructing the meaning of a poem. The reader first "finds" the
literal sense of the events by tracing the storyline. (These elements are the grains or chunks of
data.) To appreciate the meaning, the reader layers her or his understanding by "breathing into" (as
Illich and Sanders would say) the tone, the subtleties, and the genre.

Another way of layering our understanding occurs during the process of interpretation when
multiple users comment upon, or annotate, the same video stream. As they annotate, they thicken
the data because each user interprets the same event quite differently. Multimedia designers are
now beginning to realize that diverse users manipulate video data differently. The likelihood of
conclusions being the same is minuscule. Users may build analyses that "fall into the same range"
(Geertz, 1973) but they are not necessarily the same. For example, different users may agree that
John's use of the word 'amazing' represents awe and wonder, but they may still think other
interpretations are possible. New applications of video tools will need to be developed to help
users incorporate the plethora of varied and various interpretations.

Systems for Annotating Video Data: CVideo; VANNA: Learning Constellations

Relevant work in the development of tools for chunking, linking, annotating, and navigation
through video data is not very extensive to date. Harrison and Baecker (1992) divide the tools into
1) those which are notation systems for representing material from videotapes such as the Heath
Notation System (Heath, 1986; Heath and Luff, 1991), and 2) those which are video analysis
systems for controlling the video, coding it in some way, and then having some additional tools to
help in the analysis. This second group includes: GALATEA, a graphic system for analyzing and
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marking up video of biological phenomenon (Potel, Sayre, and MacKay, 1980), The
Group Analyser that allows those interested in analyzing group dynamics the ability to create and
display animated diagrams (Losada and Markovitz, 1990), EVA for both on-line real time coding
and off-time more detailed coding (Mackay, 1989), U-Test designed as a usability testing system
for real time on-line coding (Kennedy, 1989), and Virtual VCR with a system of tagging and
making short comments (Buxton and Moran, 1990). This second group of video analysis tools also
includes three other systems:
CVideo

Randy Trigg from Xerox Parc and Jeremy Roschelle from the Institute for Research in
Learning (IRL) in Palo Alto have been designing an annotation system since 1989 (Trigg, 1989;
Roschelle, Trig and Pea, 1990). CVideo, previously called Videonoter, was prototyped by
Roschelle and released as a commercial package in 1992. With CVideo, a researcher can keep a
running log of video by marking in and out (start and end) points of video and being able to locate
previously logged video easily. CVideo also enables researchers to add both transcripts and
annotations in a window. One can easily find a location on the video by using a moveable bar to
scan the video. Unfortunately, CVideo does not link chunks of video together into groupings.
Moreover, it does not include a specific feature of VideoNoter which allowed the user the ability to
move categories in what looked like a miniature database. However, CVideo keeps a clear linear
record of video data for further analysis at a later date. Another advantage to CVideo is that it can
access and control video from Hi8/VHS video sources and videodisc players, a feature to also be
found in the next two applications as well.
VANNA

VANNA is the Video ANNotation and Analysis Tool (1991-1992) prototyped and designed
by Harrison working with Baeeker at the University of Toronto. Not available yet as a commercial
package, it is a tool to code and annotate video. In its most portable configuration, it can be easily
used hooking up a video camcorder with an external mini-monitor to a Mae Powerbook using the
playback on the video camera. Harrison has built in an abundance of input devices ranging from
the finger on a touch screen, the mouse, the keyboard, to a digital stylus. Its most interesting
feature is that it supports real time annotation and coding of data. It also has a system of
annotations that can be added later. VANNA was designed following a series of human user tests,
including brainstorming sersions, Nith many versions occurring over a short time.

Learning Constellations I:
Learning Constellations 1 (1989a, Goldmann-Segall et.al.). LC 1 was the first video

annotation system built which supported the analysis of an entire body of data of a researcher
using ethnographic style video data on videodiscs. Several hours of selected video data on
videodiscs were analyzed in order to build detailed case studies. What made these case studies
unique was that a gesture or subtle movement could be viewed as the researcher was writing about
the children Views changed upon reviewing the same data. However, when the researcher needed
not only her mental passive image of John to guide my description, she could, in an instance, have
the raw video in front of her, reflecting back the initial experience.

In short, using the first version of Learning Constellations, the researcher was able to:
1) choose the start and end points called the chunks and choose the ordering or chunks, 2) search
through transcripts, topics and participant names attached to each video c link, 3) link video
together into clusters called constellations, 4) browse, view, and/or build annotations and
groupings of video, 5) analyze the data from many diverse points of view, 6) examine the same
documentation with collaborators adding new levels of meaning by including their own written
observations to the existing descriptions, and 7) use the tool as a presentation device to show
selected video data.
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Revisions to Learning Constellations I

Revising Learning Constellations required more than the idea of what needed improvement. It
required a laboratory environment and a collaborative group of video ethnographers to direct the
design. This new lab, MERLin, was established in 1991. Working with Goldman-Segall, Monika
Marcovici, programmer, describes the new design of LC2 in the following way:

The overall goal in the redesign was to give more power to its users, not only by adding new features to
it, but by making existing functions easier to access and more flexible. The advantage of an object
oriented environment such as HyperCard, the development platform for Learning Constellations, is the
possibility to free the user from the types of constraints such as orders of operations, and remembering
specific commands, to permit him or her to create, select and manipulate data comfortably. Thus, the
revision of Learning Constellations I exploits the modularity of HyperCard more fully, in order to fulfill
the goals of the new design. Continuing this with a database, File Flex, the database used has extended
the usual capacities of Hypercard.
SPECIFIC CHANGES
Generic Nature The previous version of Learning Constellations was not easily applicable to other
areas of research. The data were inextricably intertwined with the actual program. The redesign of
Learning Constellations separates the program from the actual data, making it possible to create new
research environments for other applications.
Data Structure The primary redesign involved a change in the data structure. A relational database
engine is linked with the program and operates in the background. This results in significantly faster data
searches permitting more sophisticated types of queries, links, and ways of sorting the "chunks" of data
in the database. In the previous version, the data was first classified by its type (video or text), and then
tracked as an entry in a list. In the revised version, a star can be any discrete element of data (e.g.,
video, text, sounds, pictures, or digitized video sequences) and can be described, found in a search,
browsed, sorted, edited, deleted, and annotated. Regardless of the types of information involved, each
star chunk is accessed and played in an identical manner; data are analyzed in terms of their content and
meaning, regardless of type or the way that it was recorded.
"The Significance Measure" A critical goal of Leaning Constellations is to assist in the navigation
through countless pieces if data, to draw out significant pieces and to connect them in order to help draw
conclusions and build theories. The "Significance Measure" is a tool which researchers may use to rate
the significance of a certain topic or participant in a chunk of information. The significance is recorded
by sliding a button on a colored vertical scale, from a saturated color at the very top (corresponding to a
rating of "10") to an unsaturated color at the bottom. The color matches the color that has been
assigned to the category. In this way, the researcher is provided with visual clues in her or his building
of significance. Searching for data containing a certain keyword will not only provide a random list of
matching data, but will sort the data in a list according to its rating in relation to the criteria in question.
In addition, information such as "the most important themes" for a specific contributor, or author" will
now be possible (See Illustration #1).
Pop Up and Pull Down Menus One possible source of error and frustration in LC I was that a majority
of the data in the system was entered by its users typing into it. Possible errors could occur anywhere
from the typing of the login name, in-points and out-points of a video selection (usually a five digit
number), to the typing in of the participants and the names of topics. Any of these errors could cause
data to be lost during searches where the criteria arc spelled differently. By creating "point and click"
pop-up and pull-down menus whenever possible, there is substantially less typing on the user's part, and
the chance for error is minimized. Selecting participants and topics from a menu rather than typing them
is also less straining for users and encourages more accurate indexing of the data.
Annotation with sound or text. In keeping with the consistency in use of the various media available,
since text and video notes are presently available as annotation tools in LC I, sound annotation is also
being added to the new version.
Text Format This feature will permit simple import of existing word processed documents into the
Constellations database.
Customized Search As in the previous version, it is possible to navigate through the star chunks by
clicking on a given participant or topic from the list or by going to thc next star with this information.
The new system accommodates multiple search criteria, such as searching for a group of stars,
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constellations, or annotations created by certain authors, referring to a number of participants and topics.
The researcher simply selects the desired topics, participants, or authors from their index columns, and a

list of stars matching the highlighted specifications are available for browsing and navigating through

the data. Moreover, the clicking changes the data in the quadrant but the page does not keep changing.

LC 2, an exemplar of this is already been implemented. The model works in the following

manner: A user navigates through a chunk of video creating or browsing through individual

chunks, but not leaving a base "home card" with four main Quadrants (See Illustration #1).

In the upper left quadrant, the user 1)selects the data type (text, video, picture sound); 2)

chunks out the data according to its type by entering start and end points; 3) describes each chunk

by filling in topics, participates and transcripts, and; 4) rates the significance of each topic and
participant, according to her or his own particular research agenda. In the upper right Quadrant, the

data always appear. Whether a Quick Time movie or a pict file, the data appear in the same place.

In the lower right Quadrant, the database is found. A complete list of users, topics and participants

remains visible. Scrolling windows and subheadings make the visual search possible. Clicking on
items from any of the three categories in the database brings up a list in the lower left Quadrant
Therefore, the lower left Quadrant is the table with those star chunks that were found in the search

conducted in the lower right side. Moreover, when clicking on any star chunk in this Quadrant, the

user is brought to that -hunk. The data appear in the upper fight Quadrant. The local knowledge

information fills into the upper left Quadrant.
In our next version, labels of stars will "live" in a three dimensional co-ordinate system

(resembling the galaxy under investigation) where each axis represents another measure. The
researcher will be able to create a view of the visual data that expresses the relevance of each
section of video. In a possible scenario, the three dimensional graph could act much like
Multi Logo agents with individual stars reacting to each other in much the same way as do

Resnick's (1991a, 1991b) concurrent turtles do.
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Illustration #1: Significance Measure Icon is the vertical bar in upper left Quadrant (directly below Star Icon)

It rates the importance of items in the Topics, Participants, Constellations, and Annotations Windows. Data is

displayed in upper right Quad. Database in lower right Quad. Results of searching database are displayed in

lower left Quad. Clicking on an item displays item and brings up specific data.
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Projections:
Significance Tools that Layer Data

In Learning Constellations 2, laying tools have been designed so that they visually represent
the significance of specific video data to the body of the data. As a result, layered frameworks for
how to build systems that can "weigh" specific data are being developed.

In the future, those of us concerned with video data will need to pay attention to the problems
that have already been solved using existing tools and methods of video analysis (e.g., C Video,
VANNA, Learning Constellations, and more recently, Elliot's [1992] video streamer and shot
parser). Moreover, we will need to design and implement a mechanism that communicates from
the annotations to a visually-based database structure where layers of data can be easily accessed,
simultaneously taking the user back to the contextual information (which supports a general
understanding of the meaning of the video event). In other words, we need to begin to address how
we analyze video streams of data after we have placed them, accessed them, and linked them. In
the testing phase, we will need to study the ways in which individual researchers from a variety of
domains learn to know which aspects of their video data are significant to them. Then, we need to
implement a system of layered descriptions that would provide them with visual clues.

Layering the significance will address the needs of either the individual researcher or multiple
users sharing video. A team of users can, at a glance, check out how important a given chunk of
video or text is to a collaborating colleague.

Significant tools will substantially support the work of multiple users interested in building
more sophisticated methods of managing the multi-grained intangible nature of this electronic
medium.
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The Knowledge Board:
Using Hypertext as an "Intelligent" Workspace for Writing
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This paper describes the conceptual design and prototype implementation of a set of
"knowledge templates" which integrate a body of texts (whose knowledge footprint and
interconnections have been made explicit through hypertext) and a set of cognitive-support tools
for composing an issues-oriented, analytical text which either codifies, extends, or mediates among
various source texts. Because this "intelligent" workspace serves as an engine, it can provide
scaffolding for many design or problem-solving tasks characterized by these cognitive activities:

Verbal reasoning skills, such as comparison, contrast, analysis, synthesis, and identifying
patterns in bodies of information.
Metacognitive abilities, such as value assessment, discrimination, classification, judgment,
as applied to qualitative and quantitative decision making.

System Overview

The Task: The rhetoric task modeled by this software involves a type of writing familiar to
managers, investigative reporters, engineers, and researchers -- to name just a fcw. In issue-based
writing, source documents become the raw materials in composing a position paper, an evaluative
summary, an interpretive response. Thc Knowledge Board is the prototype of a
comprehensive, integrated writing environment providing cognitive support for professionals who
create complex documents as part of their job. It differs from many other computer-aided writing
tools in that it is an end-to-end development tool. It assists the writer throughout the process,
from generation of ideas to production of connected prose.

Cognitive Models: Reasoning with language requires not only ingesting information but
also understanding content well enough to draw inferences and to apply concepts in different
contexts. These critical skills, augmented by domain-specific knowledge, are the foundation of
mature learning strategies and expert behavior patterns for reading and writing. Several major
cognitive studies in the past decade have examined how verbal reasoning happens (Anderson, 1983;
Bereiter and Scardamalia, 1987; Flower and Hayes, 1980). This project uses a problem-solving
paradigm to explain writing and emphasizes the power of representation or reification in helping
the writer to move gracefully through the activity spaces of the task.

Software Components: As indicated by Figure 1, the complete Knowledge Board
uscs Bereiter & Scardamalia's (1987) notion of a content space (essentially, summarizing,
analyzing, and synthesizing information about the topic) and a rhetoric space (essentially, planning
and organizing the domain information into a logically and stylistically appropriate formal
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artifact). Six distinct cognition enhancers work in tandem to help with the mental overload. Each
element is more fully explained in the next six segments. The artificial neural network technology
which preprocesses the textbase into a cluster hierarchy is described in Carlson and The (1991).

Content S ace

Cluster Browser

OMR
Concept

Synthesizer

CLEW

Information
Threader

Rhetoric Space
Hierarchical

Planning

A.
B.

2.

Organization
Mapping

Description
Comparison
Causal Aryilysis

Revision
Heuristics

Problem-Solving Space

Figure 1. System overview of the Knowledge Board

Cluster Browser

Analogous to the convention of "view" in DBMS, this component helps the writer to locate
specific concepts in a collection of source texts. (The assumption is that the writer has given the
source documents a cursory reading prior to beginning a writing task.) Unlike traditional print
technology, the Cluster Browser guides navigation through a textbase by extracting a
knowledge footprint for the entire corpus of source materials.

Each source text is processed through an artificial neural network trained to categorize
sentences based on their level of specificity. The resultant database represents a deconstruction of
the source texts: linear sequence is abandoned and boundaries between documents are dissolved.
Sentences are stored as collections of statements based on their level of specificity (Level 1 n).

The writer queries the resultant database using keywords and phrases. This produces a visual
representation of the "hits" -- using color coding, positioning, and labeling to indicate source text
and potential content for each targeted statement. In other words, the user can determine from this
high-level abstraction all probable topic sentences containing a keyword; all probable sub-topic
sentences containing a keyword; all probable support or example statements containing a keyword;
and from which source text each statement comes. At the resultant concept browser map, the user
can click on any button and be taken directly to the linked statement in situ at the source text.

Concept Synthesis

Figure 2 orients this explanation of how Concept Synthesis works. While examining a
statement and its context in a scrollable window (1), the writer can pop out an automated notecard
and make annotations. Each notecard records the target statement's keyword (2) and level (2).
The card also records the statement itself (3). A scrollable field, provides space for whatever
comments the writer wants to make at this point (4). This exercise aims to consolidate ideas
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around central concepts introduced in the source texts. However, the exercise also serves as a
brainstorming session in that the writer is encouraged to try out various permutations and
elaborations on the core concepts. To prod thinking at this point, the writer can request a set of
prompts based on known invention heuristics. Some of these are actually extended exercises that
appear in an overlapping window. However, if the communication is merely a short "hint," the
guidance appears in a separate dialogue box (5). While these aids foster exploration, they also
focus the author's thinking.

EL] EL]

Notecard Planipulation

Various combinations of
keywords and levels

Sort
Exam***
Edit

Figure 2. Components of the Concept Synthesizer

It is especially important to note that even at this relatively early stage in the knowledge
design, the writer can perform two powerful operations. She can return to the cluster browser at
any given time and review existing keyword maps or construct new ones -- thus viewing the
writing space from a high level of abstraction. Or, she can move down to a more specific level to
manipulate a set of notecards. Not only can the writer sort and filter the cards, she can try cr_..t
different ordering and save each "trial run" as a separate file.

Information Threader

After a reasonable period of working with the Cluster Browser and its complement, the
Concept Synthesizer, the writer may start to feel overwhelmed by the sheer amount of data
and "views" generated. The Information Threader (sec Figure 3) begins the sculpting process
for the final text by coaching the writer to see potential structures.

The writer selects a keyword that seems to be of major importance for the source texts.
Notecards from the intersection of keyword and Level 1 statements are activated, and the writer
reviews the individual sentences in a scrolling window (2). Prompts aid the writer to perform
mental operations such as "comparison" and "contrast" (1) or "inclusion" and "exclusion" in order
to formulate an "issues" statement reflecting the concerns of these cluster-specific, top-level

,
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sentences (3). Modeling the notion of basic inquiry, this exercise leads the writer to conflate --
using the dimensions of similarity and difference (comparison and contrast) as pruning criteria.
The result is a collection of possible thesis and/or topic statements.

Notecards

Sentence I
Sentence 2
Sentence 3
Sentence 4
Sentence n

Prompt Box

Sentences Issue
Statement

Top Level Statement

Statement
Under
Consideration

List of
Links

Figure 3. Components of the Information Threader

Having generated at least one "issue" statement. y...1), the writer moves to a second interface
where the IS,is displayed in a window (4). Two scrollable windows present information/data (5)
and a list of possible relationships (6) to the IS, as illustrated by: Generalizes, Specializes,
Replaces, Questions, Supports, Responds to, Refers to, Objects to, Suggested by, Equal to, No
Relationship (Conklin & Begeman, 1988). The "data" window draws its input from the
annotations made on the Level 2,3, and 4 cards for the selected keyword. The writer sharpens the
meaning of each annotation, prunes the excess, and assigns a relationship to the IS.

Hierarchical Planning

Writing from sources is a multi-deminsional task. Several models for composition
acknowledge this complexity by positing layers of cognitive activities which the writer moves
through as she hones the product in different levels of refinement (e.g. Bereiter & Scardamalia,
1987; Streitz, 1989). The Hierarchical Planner marks a major transition in the process
modeled in the Knowledge Board. It is a nexus at which the information structures woven in
the "thinking and threading" segment must be reconceptualized to meet the requisites of linear text.
Smith, et al. (1987) discuss this change as a transition from a semantic net (essentially 3-D mental
structure) to a hierarchical outline (essentially 2-D concrete representation). Figure 4 illustrates
how this segment helps the writer to make this all-important transition from an implicit mental
model to an explicit cultural artifact.

In the previous segment, the writer composed original statements that both interpreted and
subsumed the intent of various clusters of Level 1 source statements. The writer also sorted
through her annotations and both selected and categorized ideas relevant to the thesis/topic
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sentences. The result is a web of nodes (containing ideas and inferences based on sources but now
in the writer's words) and links. (the emergent "knowledge structure" the writer is fabricating).

Transfer Protocol
(under construction)

Available as Keyvord in Context (KYIC)
or Fun Text Concatination

11 xxxxxxxxxxxxxxxxxxxxx
P I xxxxxxxxxxxxxxxxxx
P2 xxxxxxxxxxxxxxxxxx

Ai xxxxxxxxxxxxxxx
F I xxxxxxxxxxxxx
F2 xxxxxxxxxxxxx
F3 xxxxxxxxxxxxx

A2 xxxxxxxxxxxxxxx
(F1 xxxxxxxxxxxxx)

Figure 4. Components of the Hierarchical Planner

The Information Threader uses the Procedural Hierarchical IBIS paradigm (PHI) described by
McCall (1990). Therefore, the web is quasi-hierarchical even at its inception. However, deriving
an outline from the reticulate structure is not as simple as flattening the web. The semantic net
being woven is a rich -- but tentative -- knowledge representation, mapping the "belief" structures
of an author working at a given time on a given subject. Though algorithms exist for transferring
semantic nets into tree structures, a formalism which simply collapses the content and divests the
context from the many complex judgments and intricate decisions may be too "ham-handed" for
this application. It is conceivable that a tool can be built to interprct the predicate expressions of
the web. For example, if a Position has two Arguments, linked by "refutes," the entity "Jefutes
(Al, A2) might indicate a pro/con rhetoric strategy is emerging in this link.

Organization Mapping

Different theorists have suggested process models for how writing takes place. Flower and
Hayes (1980) were among the first to gain national attention by using cognitive theory to account
for writing. While no single theory has proven robust enough to displace all the rest, one
generalization seems clear: the process is cyclical rather than linear, with certain cognitive
manipulations being.recursive. Such is the case with the notion of organization.

After exploring the subject domain (the source texts) and working out a richly interconnected
belief structure drawn from the background texts, the writer must shift her attention to constructing
a textual artifact that meets a set of external constraints and social expectations. Kooperschmidt
(1985) characterizes this transition as a switch from cognitive macro structures to rhetoric micro
structures.

Similar to the drafting stage of writing, Organization Mapping helps the writer to focus
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more intensely on the requisites of the logical form and the social conventions of text. Rhetoric
and discourse studies have produced fairly detailed descriptions of the logical forms used in blocks
of text (e.g., causal analysis, classification, comparison, definition, description, narration, and the
like).

The interface displays two windows. One uses the concept maps and associated list of
prompts to "advise the writer. The second window displays either the KWIC version (keyword in
context) of the collapsed semantic network or the full, concatenated text. The writer works not
only with organizational features and with expression and stylistics but also with such
situation-specific concerns as audience analysis and purpose.

Revision Heuristics

The difference between copy-editing and revision is easily characterized. Revision usually
refers to more substantial changes, such as improving style, adding to or subtracting from the
content, rearranging parts, or completely writing. These more global, deep-structured revision
activities are associated with higher-order cognitive skills (discerning patterns in bodies of
information, exercising judgment, analysis, synthesis, and other metacognitive activities).
Heuristic Revision comprises a suite of tools for improving both coherence and expression.
These tools arc strategic (encouraging a re-thinking of high-level issues, such as purpose,
point-of-view, audience analysis, voice, focus, and form) and tactical (including techniques of
elaboration, such as level of detail, examples, support, flow, and balance).

Issue Trees: A major tool in critical-path management, this version of an issue tree
visualizes the conceptual flow of thc paper and the branches or decision points in the logic. This
tool helps with balance by identifying choice points that are either underdeveloped or absent.

Given/New Discourse Analysis: The Prague School (among others) identifies thc
patterns of previously mentioned materials versus ncw ideas as a formalism defining inter-sentence
relationships -- the essence of meaning and understandinOle text. Patterns of keywords and their
synonyms can be modeled using graph theory to create a tool that detects "semantic gaps" in a
linear sequence of sentences. This tool also suggests alternative orderings of sentences when
appropriate.

Macro-Structures: Meyer (1982) devises a taxonomy of lexical elements that signal
structure in tcxt. These "terms" (something like transitional words and phrases in traditional
grammar) act as links joining chunks of content into semantically recognizable units (e.g.
collection, description, causation, problem/solution, and comparison). This tool isolates cue
words and then superimposes a map of links over a specified block of text displayed on the screen.

System Characteristics

Models "Effective" Behaviors: Experts are proficient at deconstruction that is,
partitioning the task into elemental components. The expert works on the pieces for a time, steps
back to compare interim results with higher-level goals, consolidates gains, jettisons unrealistic
expectations or excess constraints, reorders plans (this might include satisficing), and moves back
to working on the pieces again. The cycle takes place over and over during the problem-solving
session. The expert excels where the novice fails because of this flexibility, this capacity to move
smoothly between top-down and bottom-up strategies. In essence, the Knowledge Board
provides an exploratory world where the writer is helped to discover (and hence to emulate) the
empowering strategies of an expert writer. LAW a set of "training wheels for the mind" (Carroll,
1990), the embedded tutors in this integrated environment provide balance and confidence.
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Integrates Knowledge Tools: Commercial packages offering the writer a collection of
tools (such as the analysis routines in the Writer's Workbench) have been around for some time
now. Nevertheless, it is important to recognize that these tools are separate entities. While the
writer is free to pick and choose among thcm, the tools are not integrated nor are they supported by
AI interpreters. In other words, work done with one tool does not translate seamlessly to the
"world" of another tool. At a minimum, this is inconvenient. More telling for a worker or a
learner, gains in one stage of composing are not easily consolidated and carried forward to the next
stage. In fact, the welter of detail generated by some tools or heuristic routines may constitute a
step backwards because the writer has to deal with (1) the cognitive overload of multiple versions
or even contradictory instances of the same thoughts and (2) a potentially recurrent &ts-integration
of thoughts constructed while working with different tools or heuristic devices.

Computerized writing environments arc still in their infancy and can be represented by the
/Writing Environment (WE), developed at the University of North Carolina, Chapel Hill, (Schuler
& Smith, 1990) and CSILE (Computer-Supported Intentional Learning Environments) developed
at the Center for Applied Cognitive Science in Toronto, Ont., Canada (Scardamalia, 1991).
Unlike the packages mentioned in the above paragraph, a writing environment's suite of tools is
integrated into a rigorously structured cognitive model of writing. A well-designed environment
orchestrates the writing process by emulating stages of thinking. Few existing writing
environments include conventional AI applications (e.g., expert systems). Nevertheless, because
the whole of the Knowledge Board supports and guides the activities of thinking, these
knowledge-making habitats could be characterized as "intelligent."

Future Considerations

The Knowledge Board offers several "knowledge-weaving" paradigms, each designed to
meet the requisites of a particular category of cognitive task and to exploit the talents represented
by the particular user. Parts of the Knowledge Board "workspace" are prototyped in
ToolBookTm, using a set of specially created templates which "interpret" the information patterns
inherent in a richly interwoven textbase. However, increased experience and development should
contribute to a system which:

Treats the "web" generated by the automatic linking feature as a semantic network.
Encourages the users the "customize" the web though search and retrieval options.
Incorporates an enhanced graphical interface for "browsing" the knowledge space.
Uses AI formalisms along with the suite of templates to guide a knowledge worker in
creating a synthesis from a multiplicity of sources.

A key concern is squeezing more functionality out of the basic patterns of the hyperweb
environment. Adding scaffolding (more traditional forms of intelligent tutoring) at crucial
transitions in the process would allow the system to monitor the individual's interaction with
information, mediate among anomalies, model a domain expert's heuristics, and moderate conflict
resolutions among competing strategies (thereby reducing cognitive overload by helping to manage
the process).

More comprehensive theoretical research questions of interest include:
Exploring the notion of "AI in reverse" (or knowledge tools that teach ) in order to predict
what new models of instruction are likely to emerge from intelligent hypertext -- e.g., the
notion of a partnership rather than a master-apprentice relationship (Salomon, 1988).
Unlike expert systems, hypertext is flexible, tolerant, and advisory. The system mediates
between the human and the knowledgebase, while the human exercises "best judgment" in
the choices. This partnership definition of "interactive" will create new decision-making and
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knowledge-management strategies and styles.
Examining the relationship between spatial reasoning and literacy in virtual text
environments. Because much of advanced hypertext depends heavily on the concept of
information as environment, this new literacy may require the mapping of cognitive skills
normally used in Euclidian space onto an information space.
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New interactive multimedia materials are presented in conferences and professional publications as
having the potential to revolutionize if not just revitalize, k-12 education (Beeman et al, 1987). The
opportunity to provide dramatic, clear images or videos as part of a classroom experience and the ability to
order them according to users preferences and to intertwine them with other computeraugmented
instructions seems to offer a amazingly rich educational environment.

Unfortunately much of this material is offered to teachers who were educated in the BC (Before
Computers) generation (Heller & Martin, 1984). Even though there have been many inservicr and
preservice programs to train teachers how to use the new technology, (Bitter & Yohe, 1929), research has
shown that these programs have not been totally successful in bringing aboutreal change in the classroom
(OTA, 1988; Criswell, 1989; Martin, 1988) Studies looking at change related to computer use in the
classroom by teachers indicate that teachers need to be presented material appropriate to their level of
concern if they are to institutionalize it into their teaching practice in any substantive way (Heller &
Martin, 1987)

Teachers must move at their own pace through stages of concern that are first self-directed, then
task-directed and fmally, impaa-direaed (Heller & Martin, 1987). Self directed concerns deal with the effect
of the innovation upon self. In the case of computer technology in the classzoom, teachershave expressed
concerns that they would be unable to learn the technology, they would be replaced by the technology, or
their students would know more about computers than they they would. Task-directed concerns deal with
innovation as it related to a particular environment. At this level, teachers would start to focus on how they
might actually use and manage the technology in their particular classrooms. It is at the level of impact-
directed concerns, however, that real change can take place. Those concerns deal with the impact of the
innovation across a set of environments, such as a school or district. Teachers at that level of concern are
interested in collaborating with colleagues to investigate how the innovation can be refocused and refined to

meet diverse needs across the curriculum.
Teachers involved with any educational innovation will go through these progressive stages of

concern, and such concerns must be taken into account during teacher training is it is to be successful.
Clearly, not all individuals are at the same stage of concern at the same time. This lack of uniformity of
concern among a set of participants at a workshop will cause the same workshop to be a highly successful
experience for some, while others may view the same workshop as frustrating or inappropriate for their
needs,. This can be true even if the participants come from the same teaching population and teach the same
kinds of students. Thus, when looking at a new technology, such as the use of interactive videodisk, it is
important to be sensitive to the varying needs and concerns of the participants when designing training for

them.
In addition to the fact that individuals have different needs concerning the use ofinteactive

videodisk in their classrooms, they also differ in their ability to effect change in their school or school
system. For example, a classroom teacher who returns from aworkshop full of enthusiasm and ready to
incorporate the new material into the classroom may not have the knowledge necessary to work through the
administration system and red-tape to obtain the necessary hardware and materials in order to utilize the
workshop information. As a novice teacher, they may not have the teaching experience to see how to best
use the information in their school setting. Often only one person from a specific school or school setting
attends an workshop and once back in the home school that person has to deal with alLthe aspects of
incorporating an innovation into the system. This lonesome situation can deter many enthusiastic teachers
from following through with the material. Even if there is a supportive administrator, the administrator
rarely has deep knowledge about the innovation and their commitment to the project is frequently not at the

same level as the workshop participant.

e
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Based on these nspects of individual differences - stages of concern and familiarity with the system
- and the need fcc suppoi t once a workshop is over, we developed an in-service, year long program to work
with middle school educ ors as they learned to use and repurpose interactive videodisks in their science
classrooms. The title of the program, The TEAMSS Project: Teacher Enhanced Applications for Middle
SchOol Science, underszores our belief that it is the teacher/educator and not the technology that enhances
classroom learning oponunities and that workshops that empower teachers are the most effective.

Workshop Description

Audience
This frog= was designed to appeal to teams of teachers/educators from the same school or

school system. Each team consisted of three members: a novice teacher, a master teacher and an
administras. r. Each team member came to the program with specific strengths designed to predict success
for the team. The novice teacher is someone who has less than 5 years teaching experience in his or her
current discipline. This category includes someone who has just entered the teaching profession as well as
someone who is now in a new teaching setting, not strictly identifiable with their training. Very often in
middle school, to meet the demand for science teachers and demands of the unions, science teachers are
assigned from amongst teachers who do not have science education backgrounds or even backgrounds in the
liberal arts. The novice teacher lxings recent academic training to the team at best and enthusiasm for
teaching and an appreciation of the challenge of new materials at least. The master teacher is someone with
many years of experience in the present science classroom. Rarely is the master teacher rewarded for
excellent teaching by being given the opportunity to teach other teachers. In fact, when master Lachers are
identified they are often rewarded by being moved out of the classroom into administration positions,
thereby curtailing their contact with other classroom teachers. The master teacher, therefore, brings
classroom experience and insight to the team. The final member of the team is an administrator. This
person has a broader view of the educational process in this school or school system. Administrators rarely
get opportunities to work closely with those teachers who report to them. Further, typical administrator
workshops, especially about technology, usually only address the scope of the technology and rarely go into
depth on its use or application. The administrator brings to the team the ability to work through the system
and to "make things happen. '

Each of the three types of participant also had something unique to gain from this experience. The
novice teacher can gain both specific content information about using computers and interactive videodisk
for science education as well as establish new connections in the professional networks of teacher/educators
that can be called upon for guidance. The master teacher can gain recognition for good work and a 'shot in
the arm' from exposure to new classroom materials. The administrator can gain reinforcements about the
personnel in their charge as well as deep information about the use of videodisk in the classroom.

In order to maximize the networking aspect of this workshop, groups of teams into two larger
groups and travelled through the workshop together. The two cohorts met during certain all group activities
such as weekly bull sessions and guest lectures. Figure 1 shows the demographics for the participants in the
first two years of the project. All participants receive three graduate credits, a summer stipend to defray lost
wages from workshop participation and a mini-grant toenable participants to attend a conference of their
choice. In addition, team members who live too far from the summer program are offered room and board.

Position 1991 Participants 1992 Participants
Novice Teacher 19 10

Master Teacher 17 18

Administrator 7 8
Peer Mentors 3

Number of multilevel teams 12 15

Number of individual projects 1 2

Average years teaching 12.0 14.5

Average years computing 2.8 4.0
Computer usage per ww.k

school 4.4 hours 6.5 hours
out of school 6.6 4.3
student use 2.7 3.8

Figure 1: Participant demographics
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Program
The year-long workshop consists of three phases: a four week summer program, a fall follow-up

program and a spring follow up program. The summer schedule (Figure 2) consisted of three strands: a
computer skills strand, a videodisk skills strand and a cooperative education/content strand. The timing of
these strands was rotated for each group of teams each day to insure that all participants got to work on
specific strands during their most productive time of day at least some times during the week.

In the video laboratory participants had access to Pioneer 2200 videodisk players connected to
Macintosh computers. Each station had a 13 inch video monitor for the player and one station had a 27 inch
video monitor to be used as a demonstration station. While the intent of the workshop was to enable
teachers to use and re-use interactive videodisk (level 3 videodisks) in their classroom the first task in the
video lab was to introduce the teachers to videodisks (level 1 videodisks) and how to use them. Teachers had
to be shown how to operate the player, how to open, load and close the player drawer and how to play a
video sequence.

One of the most frustrating aspects of using an new materiql in the classroom is the lack of time
teachers usually have to really study the material and become familiar with the contents. To address this
issue while increasing the teachers skills using the videodisk player, we began by using the remote control
device and created a series of scavenger hunts in which the teachers were to find a variety of facts or features
on one of the disks from the Smithsonian Institute. Teachers were asked to report the frame number in
which they found the answer to a specific question and they were also asked to identify sequences of frames
which they might be able to use in their classroom and why. This activity took more than two hours but it
allowed each team to become completely familiar with the contents of one of the disks. We specifically
chose the disks from the Smithsonian because they were inexpensive and we felt that the teams could
purchase them if they found one they liked. In addition, our proximity to the Smithsonian and to the
collections made it possible for teachers to plan on using one of these disks before a class field trip.

Beyond having the time to become familiar with the specific content of these disks, we wanted to
encourage teachers to find ways of incorporating the material into their existing way of presenting materials
in class. In addition, we wanted to emphasize how easy it might be to extend their current lessons with
videodisk material. To accomplish this, the second major video lab activity centered around using the bar
code reader. At first we only used the barcoder with those disks that came with a barcode catalog (eg
BioScience). We then gave each team a barcode creation program (compliments of Pioneer). This allowed
teachers to make barcodes for sections of materials they found interesting. We encouraged teams to take the
textbooks that were currently in use in their home classrooms and create a series of barcodes to underscore a
section in those texts.

In preparation for writing their own computer interface to videodisk material, we wanted teachers to
become familiar with many of the existing presentations and metaphors for presentation. There are a great
many level 3 videodisk packages already developed and available to schools. These usually include a
videodisk, a text of materials and some type of computer interface to enable students and teachers to use the
video material in a hypertext type fashion. In the next activity, teachers reviewed the computer based
videodisk material prepared by many publishers. We identified one level 3 videodisk (Visual Almanac by
Apple) because of its sampler nature and urged all teachers to review the material on this disk even though
some of the material dealt with curricula outside the sciences. We wanted teachers to see the breadth of
possibilities of topics to cover and presentation techniques and begin to consider how they might structure
their own interactive videodisk presentation.

By this time, the teachers were feeling rather confident in their skills related to using the videodisk
player and the computer. While the video lab materials were being presented, the teams were also working
on their Hypercard skills. By this time in the project, they were ready to combine their computer skills and
their video skills to create their own projects which re-used the videodisks in ways they felt suited their
particular classroom. Choosing a topic turned out to be the most difficult aspect of the 4 week workshop.
Teams met with the principal investigators to define and refine their topics and to discuss the development
and presentation. Once the projects were delmed, there was a team presentation for peer review. All of this
was intended to short circuit the development time and enable teams to finish a project in the remaining two
weeks. Once the projects were completed, the teams presented the working version to the other
participants. Some of the projects were also shown at the workshop banquet to which their supervisors were
invited.

Once the workshop was over, each team was expected to bring the workshop information back to
their particular school or school setting. The fall follow up program was designed to help teams plan an in
service day for their own school and tonview the successes and failures that each team had experienced in
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trying to establish interactive videodisk in their science classrooms. The spring follow up program, which
was created in response to the participant's request, focused on skills needed for computer based image
capture.

Examples of Materials Developed
As noted in Figure 1, them were a total of 27 group projects and 3 indep -lent projects developed

by the participants over the two years. During the 1991 session the focus of the L. __ing was intended to be
on life sciences and in 1992 the focus was on physical sciences. The majority of the projects reflect this
dichotomy. Typical topics of the interactive programs developed include light, simple machines, sound and
weather in the physical sciences and insects, the food chain, plants, seeds structure, and dinosaurs in the life
sciences. There were a few topics which could not be categorized into either physical or life science: model
or theory development, science careers and the role of black scientists in the history of science.

The design of almost all of the projects was similar. They began with some sort of title or attract-
screen (see Figure 3) and followed this with a teaching sequence (figure 4) and finished with a test sequence
(figure 5). During the teaching, they often showed a short section of videodisk material as expletive of the
topic described on the computer screen. For example in the project on the food chain (figure 4) once textual
material was presented concerning producers and consumers, students could click on an on-screen button and
the video monitor would show a clip of typical producers in the food chain.
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Week 1:
Day 1
Day 2

Day 3

Day 4

Day 5

Week 2:
Day 2

Day 2

Day 3

Day 4

Day 5

Week 3:
Day 1

Day 2

Day 3

Day 4

Day 5

Week 4:
Day 1

Day 2

Day 3

Day 4

Day 5

9:00 to 10:30;
Introduction to
ML
macpaint
macwrite
ML
Introduction
to Hypercard
ML

Hypercard
ML
Open Lab

9:00 to 10:30;
ML
Hypercard
buttons
ML
Hypercard
backgr., fields
ML

Hypercard
backgr., fields
ML
Comptrs in Ed.
ML

Hypercard
scripting

9:00 to 10:30;
NIL

All day guest
ML
Laptop demo
ML
HyperCard
variables
ML
Open Lab
ML
Open Labs

10:30 to noon; noon to 1:00;
project lunch
VL lunch
introduction to
videodisk
VL lunch
Using barcodes

VL
Barcoders
VL
Open Lab

lunch

lunch

1:00 to 2:30; 2:30 to 3:45; 3:45 -
computer skills check daily
CL SC

CL SC

CL SC
Bull Session

CL SC

eval.

10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45 -
VL lunch CL SC daily
Computer Control

VL lunch
Coinputer Control

VL lunch
Computer Control

VL
Open Lab
VL

Hypercard
scripting

lunch

lunch

CL SC evaL

CL SC

CL SC
Bull Session

CL SC

10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45 -
VL lunch CL SC

demonstration and lecture by Tom Boudrot, Videodisc producer
CL SC

9:00 to 10:30;
ML
Open Labs
ML
Open Labs
ML
Open Labs
ML
Open Labs
ML

VL lunch
Hypercard control
VL lunch
Hypercard
linking stacks

VL lunch
Lego/Logo
wi, lunch

Peer review of proposed project

CL SC

CL SC
Bull Session

CL SC

10:30 to noon; noon to 1:00; 1:00 to 2:30; 2:30 to 3:45; 3:45 -
VL lunch CL SC
Evaluation of Software lecture
VI, lunch CL SC
Open Labs
vi., lunch CL SC
Open Labs
VL lunch
Project Presentations
VL lunch

Project Presentations

CL SC
Bull Session

CL SC
Final Evaluation

Figure 2. Typical summer workshop group schedule
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Evaluation of the Workshop

Participants responded to daily and weekly evaluations as well as evaluations at the end of the
program. The anonymous reports indicated how well a respondeet,:lt he or she was doing in relation to the
content being delivered. It also asked for a report on how well the team was functioning as a team. These
reports helped the project leaders to make microscopic changes to the wcakshop on a daily basis to meet the
individual needs. The weekly bull session' was held every Thursday. The concerns reported at these
meetings were often able to be addressed before the weekend insuring that the participants felt the workshop
was very responsive to their needs.

Participants also recorded in a learning log in which they were encouraged to reflect on their own
growth. It was a place for the teachers to reflect on how they were being taught, how this new information
fit into their current scheme of things and how they might use this new information. At times, specific
questions were posed to the participants for journal reflection and at other times they wereencouraged to
write freely. Any pages that they did not wish read were to be stapled together.

The evaluations held after the summer workshop were used to help plan the content for the fall
follow-up. In fact the spring follow-up event was created in response to team members' requests for
additional material and contact time.

Findings

All teachers reported confidence in using the videodisk player (Heller & Martin, 1992) and felt that
they could present this material in their classrooms and to other teachers in their schools without the help
of the workshop principal investigators. For some this really meant only being able to usethe videodisk
player with the remote control. For the majority of the participants this meant being able to use already
produced materials. For a small group, this meant being confident that they could create, on their own and
outside of the workshop environment, materials using Hypercard to control and present videodisk content.

The informal debriefing at the follow up sessions identified three specific and commonproblems
faced by teacher/educators as they returned to the classroom. The first was the lack ofequipment. Even
though each TEAMSS participant had the commitment of an administrator to insure that the participant
would have access to the equipment before the participant was accepted to the program, finding hardware,
making it work and locating a specific videodisk was an almost universal problem. Typically, the teams
from larger school systems faired woise in establishing access to equipment. Very often the administrator
who promised the material was no longer the administrator to whom the teacher/educatorreported. The
most successful tkams were those from small (or private) school systems or those whose senior
administrators had visited the program during the summer's final banquet at which participants demonstrated

their projects.
The second most common problem that the participants faced centered on finding the time to share

their knowledge with others in their school setting. Most team members were immediately identified as a
local school resource and many of their peers wanted to have them demonstrate interactive videodisk
materials in their classroom. Team members reported that they used time they had set aside to further their
own videodisk use in order to help colleagues.

The fmal problem faced by teams was the lack of other programs to help them advance their own
education in the new media. By the end of the second year after the completice of the program, many team
members were asking about advanced workshops in such areas as videodiskmastering and the use of CD

ROM materials.
The most curious aspect of this project is the type of materials that the teams chose to develop.

Even though the project offered many models of interactive videodisk, including database surveys,
presentations, games and tutorials, almost every project had a test phase as part of the material. Does this
mean that when pressed, teachers see the simplest model of education as one which presents materials and
then tests the student's comprehension? Are teachers so acculturated that they are constantly 'teaching to the
test"? When asked, these teachers indicated that they never give a test immediately after presenting a topic
and certainly not in the same lesson. They present a topic, review it and then, perhaps, give a quiz or test.
On the other hand, they do use questions and other clues to decide how much learning is going on on the
part of the students. It may be the lack of external clues using the computer based materials that prompted
teams to include the test section. However, even if the tests were an attempt to simulate this external clue
teachers use to to determine whether learning is taking place, it is still curious that teams chose die anxiety-
producing tenn "test" to identify this section in their program.
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This radar waditioaal tias at row lechatgoay aussaag that most Of the Isacherriadutiaaara aad
administrators in the workshop we still at the task-directed stage of concern in relation to videodisk
technology. They were still atlempting to make it fit into their regular teaching paradigm rather than re-
,examining and redefining the paradigm to realize the full potential of the new technology. In addition, this
emphasis upon the traditional tutorial followed by testing raises concerns in light of the research that
suggests that the kind of computer programs children are exposed to send subtle messages to them about
their self worth, sense of control and computer capabilities (Becker, 1990, Martin, 1991)

Suggestions for Future Programs

The basic program design utilizing team participation and cooperative learning seems to have been
successful and should form the basis of future programs.The three most common problems identified by the
teams participants: lack of equipment, high demand on the 'facilitators time, and lack of programs building
on the workshop skills, are a good starting point for developing new content areas. Based on interest
expressed by the teachers, the rust content change should focus on including videodisk mastering or other
methods of collecting and presenting primary images.

Future programs should include reflection on how teachers perceive the role of computers in their
classroom and how they might harness computer power to their own ends. The fact that so many projects
included a testing phase leads us to suggest that teachers need time to look critically at the pedagogic
message of computer materials as well as the information content. Only when these two spheres are
addressed will computer material become integral to the teaching that takes place in the classroom.
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A major effort in education is under way in Chile. The World Bank and the Chilean
Government have started a 5 year Program in 1992 whose key objective is to enhance the
efficiency, quality and equity of primary education in selected schools in targeted urban and rural
low-income areas. Part of this initiative is a project that will explore the role of computers and
communications in a sample of about 100 primary schools in a few Chilean regions. The project
will be evaluated every year in order to eventually expand it to the whole Chilean educational
system. Three major aspects were considered during the project's design:

I. The Chilean educational reality: its high degree of administrative centralization, a large
number of rural and isolated schools, poorly motivated teachers, school abandonment, low
educational performance indexes, few opportunities for local innovation, etc. The cultural, geogra-
phical, social and ethnical diversity was also considered (Mufioz, 1988).

This reality offers new opportunities for computer uses. Basically, computer networks may
reduce social and professional isolation, they can be used for collaborative projects among teachers,
students and other community members, they can enhance people's world vision and they can also
be used as a tool in educational projects (Fisher & Lipson, 1984).

On the other hand, this heterogeneous reality imposed a careful design of the way the
computers would be introduced at each school. At each site, the role, the value and the uses of the
computers may vary. The size of the project, about 100 schools, was determined in order to cover
a comprehensive part of this reality. Thus, if the project succeeds, it should be possible to expand
it to cover more of the same.

2. The world wide experience in computers in education (0.T.A., 1989) and its status in
Chile was revised in order to assess other large scale efforts and to look for trends in usage,
training, technology and evaluation mechanisms. The last decade was regarded as onr- with high
expectations and few significant results in terms of the role, value or effectiveness of computers in
schools (Hirschbuhl & Konet, 1990). In Chile almost 30% of schoo'.s in Santiago (which has
40% of the population) have old 8 bit computers and very few software. Teachers are mainly self-
trained and the computers arc basically used in extracurricular activities for teaching Basic and
Logo (Sanchez, 1991; dc la Puente & Araya, 1991).

A redefinition of the role or the computer in education as a means and not as an end for the
learning process, was the result of this analysis. This redefinition seems to be a strong trend in
new projects of computers and education (McAnge, Harrington & Pierson, 1990; Ruth &
Ronkin, 1992).

3. The new opportunities of modern technology. Computers of the nineties include
enhanced capabilities allowing new ways tor using them in schools. In particular multimedia -inte-
grating text, sound, animation and live video in a multidimensional associative space- and commu-
nications (Park, 1991; Ambron & Hooper, 1990; Nelson & Palumbo, 1992; Gillete, 1992), for
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collaborative projects among geographically dispersed schools (0.T.A., 1989). In this respect, the
local communication companies are rapidly improving and expanding their telephone systems, and
some are installing large fiber optics networks. It is also important to note that the new available
computing capabilities, such as the ability to run short video sequences with no special hardware
on small machines, were found a few years ago on only high-end workstations. This fast evolution
led us to design for the future, and to use today's best technology.

These three considerations led us to propose two main goals for the project:
1. Starting in 1992, gradually develop a computer network comprising primary schools and
research centers in four Chilean regions, using modern computers and the public telephone system.
Foreign schools should be linked using the Internet facilities as a gateway. The network should
gradually expand until it reaches about 100 schools covering a variety of cultural, geographical,
social and ethnical communities. It is also expected that at least 10 research centers (universities
and institutions) related to education and community development initiatives will join the network
to participate in collaborative projects. The network has a hierarchical architecture, with national,
regional, community and school nodes, and it operates asinchronously, once or twice a day and
mainly during the night. This mode of operation, having most of the traffic over night, is due to
cheaper traffic rates and because of the availability of the telephones in the schools.

It is important to emphasize the effort on providing very simple to use human-interfaces,
building an abstraction over the operating system and the communication platform. Training on
how to become a computer user and how to take advantage of the communication system and the
educational software has a low profile. The experience conducted so far demonstrates that carefully
chosen graphical metaphors can dramatically reduce computer training time. Training is being
devoted to methodological rather than to technical issues, i.e. we will not concentrate on teaching
about computers in this project. The aim is to provide tools for collanorative educational
initiatives among teachers and students.
2. Install two "Educational Technoloity" Laboratories, one in Santiago and one in a regional
university to support, design and stimulate the activities that will be carried on through the net-
work. These laboratories will have the resources, the people and the equipment to build and test
multimedia educational software. They are being stalled by an interdisciplinary team, comprising
software and communication engineers, teachers, psychologists, graphics designers and social
workers.

The Project's status
The Project started in early 1992, but in 1991 a prototype network was implemented in

Santiago comprising 6 nodes: 3 local primary schools, the Catholic University of Chile, Apple
Computer headquarters in Santiago and a school in Albuquerque, New Mcxico. The schools in
Santiago were 2 public schools in low-income areas and one private high-income school.

Thc lessons learned during the experience of 1991 led to a redesign of the user interface of
the software. The concepts that support it and the communication system were validated with this
first experience. In 1992 the network has expanded to include 8 nodes in Chile and 3 foreign
schools.

The hardware platform used in Santiago is presently Apple Macintosh LC II. Due to its
gradual approach, the project is initially installing only one computer-modem-printer kit plus
software at each school. ln the long term, each school will receive at least two computers,
according to demand. Although these numbers are small, it is important to consider the following:

only primary, mainly small, one course pre level schools are presently included in the
project.

- one-computer-one-student is not a long term goal, not only because of costs but also
because of some facts, like the effectiveness of tcam-work, the importance of having most of the
learning experiences outside a computer screen and the use of the computers mainly as tools needed
at particular times or as part of educational projects that occur mainly without computers.
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the project aims to prove its effectiveness on a small scale before going national. More
experience is needed to properly assess the cost/benefits of using computers in Chilean low-
income schools.

Software Design
The first issue addressed during the software design was the end user: typically a 8-12 year

old child or a teacher in a low-income area school. Both kind of users are well defined in
psychological studies that describe the characteristics of the "The Culture of the Poverty" (Moffat,
1972; Bravo & MOntenegro, 1977).

This reality imposed some special requirements on the software. Some of these are:
Familiarity. Considering that children come from an environment where learning follows a

fundamentally oral and visual tradition, the graphical notations, icons, metaphors and sounds used
in the software were of utmost importance to provide familiar, non intimidating user interfaces. In
this respect, hypermedia technology offers ample room for innovation.

Relevancy. The software content should be designed according to what is important to the users.
i.e. the particular characteristics of their living environments, their hopes, immediate needs and
expectations. For example, a software to be used to learn or exercise with arithmetic, should
consir:er that many low-income urban children work by selling goods at the streets or at their
parent's shops. However, children living in rural setting use arithmetic mainly for counting
sheens, horses and cattle (Arancibia & Roa, 1986).
- Inspiring. The software should not intend to become the protagonist of the child's education.
Rather, it should relate to the student's needs and knowledge and suggest observations, learning
activities and projects to be performed outside the computer screen.

Another issue in the design was our lack of knowledge about the particular characteristics of
each participant of the educational system and the special needs that we will certainly find during
the implementation and execution of the project. So we decided to provide a very flexible software
platform that could be easily modified.

The result of this design was an environment that represent and simulates different elements
of a town. At this stage of the project we provide a Post-Office, to interchange e-mail, a
Museum where different educational software can be found, a Kiosk, with pertinent news and short
stories and a Cultural Center where collaborative projects are initiated and coordinated.

Software Implementation and Experience: The Plaza

The first metaphor the user finds on the computer screen is a Plaza. Plazas are well known
places in Spain and Latin-American towns and cities. A Plaza is an attractive place for children,
used for getting together and to start interesting adventures. Figure 1 is a black and white version
of the full-colored original interface. The software is presently a prototype built with hypercard,
Micromind Director and other software tools.

There arc no command languages involved in using the Plaza, nor is it necessary any
particular training, only pointing and clicking with the mouse. Its main purposes are to be
inviting and to offer a simple window to the available functionality. Teachers and students were
exposed to a short demonstration and were then left on their own. In most schools, the computers
were first left to the teachers for a few days in order to allow them to get confident with the system
and prepare them for trouble shooting. Most problems and questions were solved using the e-mail
system (the Post Office) itself without having to go to the schools.

The Plaza has several components, each one being a well known metaphor to the user, with
a particular meaning and purpose: a K iosk, a Post office (Corrco), a Museum and a Cultural
Center (Centro Cultural).
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The Kiosk
The Kiosk offers a window to an information space comprising newsletters, stories and

educational comics. Student's newsletters have a lively format and include news provided not only
by a central editor but also by the students themselves who send their contributions vie e-mail. It
is expected that the student's newsletters will gradually evolve into several local and specialized
newsletters in the network, most of them built by the children themselves. Similarly, the teacher's
newsletter has for now a central editor and contains educational news and also general purpose arti-
cles, such as the project's advancements, global educational news and trends. The newsletters
include presently text and graphics, animation's and short video sequences.

The Kiosk includes also short stories and comics as a stimulus for reading. Every time
while reading the newsletters, comics or stories, students are encouraged to send their own
illustrated comments or stories which, after some central editing, can be found in the Kiosk.

44,
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Figure 1. A b/w version of The Plaza

The Museum
The museum is a friendly interface for a simple educational software database. Users can

browse through the museum and select a piece of software. If the selected material is on place, it is
run for the user -generally a multimedia educational application-, if it is not, a message is sent to
the central server in order to deliver the material the next day.

Presently, only four applications are available at the museum but one of the project's goal
is to gradually build a comprehensive library of tested software. Most of the software is being
built in collaboration with teachers. Only proven, robust and well designed applications are
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allowed into the Museum's collections. Each application has a "curriculum", stating its
ownership, users, experience, recommendations and whom to write to share or ask information
about it.

A section on general purpose articles will be available to the teachers containing
educational articles in electronic format. It should also gradually evolve into an electronic library,
to be used in the same way as the applications.

The Cultural Center
Teachers and students will be encouraged to work on collaborative projects (i.e. story

writing, scientific experiments), to engage in discussion lists and to build their own multimedia
applications using general purpose authoring tools. These activities are organized and conducted in
the "Cultural Center", which is a known place, normally next to a Plaza in small towns. Our
Center contains an information space for every arca of interest, as in some electronic bulletin
boards. Users design their projects and use the e-mail system from inside this place.

For the 1992 experience, the Cultural Center was basically a bulletin board containing
three discussion lists: Logo, Special Education (for students with special needs) and Sports.

The Post Office
The post office is presently a simple to use e-mail system. The letters are public documents

inside each school. the Post is separated in four areas, for teachers, for students, for the newsletter
editors and for the teachers in charge of the network at each school. Users can presently write and
draw pictures on their letters, and will soon be able to send short sound messages. The main
purpose of the Post Office is to establish initial contacts with people having similar interests in
order to later continue a more structured communication inside the Cultural Center. It is also used
for pen-pal initiatives and for informal messages, not particularly connected to any project.

Future Work

Future work will concentrate on several areas.
1) the user interface has to be revised, making a more lively Plaza. There are several

opportunities to introduce meaningful multimedia capabilities to the Plaza, such as moving icons
when e-mail arrives, sound or animations when newsletters are updated or a new item has been
incorporated to the museum. The Plaza is regarded as a first step toward an "educational town". For
example, a health care center will be provided to learn about personal hygiene, eating habits, etc.
This is of particular importance in low-income areas.

Also, the underlying communications architecture will have to be improved, including
more efficient ways of connecting the schools and the ability to handle an expanding network.

2) a teacher training strategy will have to be implemented using mainly short in-site
workshops and the network for follow-ups. Although the software is very simple to learn, many
teachers are frightened anyway, particularly if they have been exposed to older command driven
interfaces. Most of the training will be devoted to methodological issues, such as how to prepare,
conduct and evaluate an experience with students using computers.

3) the place for the computer at the schools must be carefully chosen. It seems that the
library and the teacher rooms arc strong candidates for extracurricular uses.

4) Much effort will be devoted toward designing new collaborative projects for teachers and
students with reference to their particular social and cultural interests.

Conclusions

A national project on computers and education in Chile has been presented. The project has
already started and will gradually expand until it reaches at least 100 nodes.
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The project's assumptions that an attractive, relevant and simple to use software platform
encourages the meaningful usc of computers for stimulating a wide range of educational, social and
professional activities for teachers and students in low income schools, are being validated.

The software design itself is being validated. The software has several control mechanism to
record and find out the way students and teachers use the software and to measure the amount and
type of traffic in the network.

Eventually, the project's final objective is to make public schools a more effective and
attractive place for teachers and students regardless of their social, cultural or geographical
situation.
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Interactive Multimedia in a Distance Education Milieu

LOUISE HEWITT
Department of Computer Science

Illinois Institute of Technology, Chicago, 11 60614 USA

Traditional approaches to distance education include viewing instructional programs
on television via videotapes, microwave, satellite, or on cable networks, accessing databases
of instructional materials, or using electronic bulletin boards. Many programs on these
platforms are of high quality, yet, each of these approaches assumes a passive learning
environment.

A non-traditional approach to distance education assumes at a minimum, either the
instructor, or one or more students, are situated at disparate locations, and are participating
in the live class. This includes instruction platforms using cable, microwave, satellite, T-1/T-
3 lines, fiber optics, ISDN, and personal computer-based teleconferencing systems when they
are used in on-line, real-time education.

The incorporation of multimedia on a variety of distance education platforms
became the objective of the Interactive Virtual Campus & Media Laboratory at Illinois
Institute of Technology (IIT).

Background

The IIT Center, the midwest's largest private center of applied research in science
and engineering, consists of the Illinois Institute of Technology and the IIT Research
Institute. IIT is a private, independent, co-educational university comprising six colleges and
schools: the Armour College of Engineering and Science, The College of Architecture and
City Planning, the Institute of Design, the Stuart School of Business Administration, the
Lewis College of Letters and the Chicago - Kent Law School.

Illinois Institute of Technology's ITFS (Instructional Television Fixed System)
system, IITV (Interactive Instructional Television) was established in 1976 when the first
computer science course was transmitted by microwave to the Sears Tower and then out to
several corporate sites. The signal was transmitted from the IIT campus to a microwave
dish on the Sears Tower, and from the Tower to a dish on the roof of each remote
locations. These locations normally are within a 25 mile radius of the broadcast location.
However, due to the relatively flat landscape of Chicago (A defmite plus for distance
education!), the signal reaches about 50 miles.

Microwave is a line-of-site communication system. Each remote location to
participate in IITV courses must be in the line of site of the dish on Sears Tower. As it is
currently the tallest building in the area, if not the world, this encompasses quite an area.

Today, IITV reaches over 50 corporate sites and 7 public sites. Locations such as
Argonne National Laboratory, Fermi National Laboratory, Motorola, Zenith, Tellabs, among
others, have employees enrolled in regular IIT credit-bearing courses. Students leave the
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work floor just before the class begins, and go to a TV room at the work site, equipped with
a television monitor and a phone. Tuning to the correct channel brings the course audially
and visually to the remote site, at the same time that it is being presented live at one of the
IIT campuses. As questions arise, they can call the broadcast room.

At the back of each broadcast room is a red light which indicates an incoming call.
When convenient, the instructor indicates that the caller should proceed and the call is

piped into the room so that all of the students can hear the question, and the response.
This talk-back system approximates a raised-hand, in theory.

Currently, 8 microwave channels are supported simultaneously during the day and
evening with courses originating at IIT's main campus in Chicago and at its west suburban
Rice Campus in Wheaton, Illinois.

Hundreds of students have completed degree programs at I1T without ever having
to come to the main campus. The advantages of the microwave system for the student
include:

Minimal time away from the work floor
. No additional travel time or expense
. Potential for corporate sponsorship in tuition

and for the institution of learning:

. Additional student tuition revenue

. Publicity and exposure in the corporate site

IIT is also a charter member of NTU, the National TechnoloOcal University, which
uses satellite technology for the delivery of courses. IIT both downlinks courses from sites
around the world, as well as uplinks some of its own courses.

Microwave and satellite programs are similar in the mode of delivery. Instructors
are equipped with a microphone, a blackboard or white board on which to write. One or
more cameras focus on the instructor or the board, appropriately. In some cases, an
overhead camera may be available for transmitting images on paper or 3-dimensional
displays such as chemistry demonstrations.

The extent of interaction between instructor and student is naturally limited. Call-in
questions are the exception, rather than the rule. Students do not want to take the time
away from taking notes to move to the phone, dial the classroom number and wait for the
instructor to note the phone light and signal for the caller to proceed. If this is done once
during the lecture or class, rarely will the remote student call in again, if they have another
question.

This, of course, doe& not discount E-mail systems for student help. Rather it attests
to the lack of support for the known advantage of immediate feedback.

Perhaps even more importantly, the quality and composition of the signal are at the
explicit direction of the camera-person. If that person is not paying close attention, you may
be writing on one board while the camera is focused on another. Moving back and forth
between boards can be hazardous to your health unless the panning is done slowly, and the
microphone is lavaliere style.

If several boards are used, those at the extremes are often seen on an angle and
reading is difficult. Without experienced instructors, and top notch camera-persons, the
delivery may be only fair or even poor.

248



Since the Spring semester 1992, IIT has delivered courses to employees at the IIT
Research Institute in Annapolis, Maly land, using a T-1 (leased, dedicated phone) line. This
line supports two-way video and two-way audio during the entire class. The instructor views
the students at Annapolis on a television monitor at the same time that the students at
Annapolis are viewing him or her.

As part of a regular microwaved course, the students at Annapolis do have a
distinct advantage. They are able to interrupt, graciously, and ask questions without having
to stop taking notes and dialing the broadcast room. The number of questions are asked
by these students during a normal class period ranges from 10 to 20 times that by
microwaved, call-in systems.

Clearly, the availability and ease of use of the T-1 system promotes a higher level
of interaction between instructor and student than is possible with microwave and satellite
systems, as is currently deployed.

Rationale for Research

Instructors using the IITV microwave system were forced to function with part of
their class relatively silent. They were prevented from utili7ing graphic and video images
effectively in the distance education setting. The incorporation of multimedia products into
distance education classes, and the ability to interact with students at a much higher level
than was currently supported, drove this research.

Students of the 90s are brought up in an interactive, multimedia environment. They
are accustomed to participating in multi-way phone conversations, to viewing high quality
color graphics in newspapers and magazines, and spend considerable time watching videos.

In 1988, technology was available for interactive, multiway teleconferencing, graphics
and video production using the personal computer. Integration of each of these systems
into the available microwave system was the initial goal.

Sound

The first step in testing the extent to which a higher level of interaction would
benefit remote students was based on interactive audio. In this context, it referred to the
ability of the instructor and the students to be able to speak at any time during the class
using a speakerphone system. To effect this, a conference call was established for each
meeting of one of the author's classes using the AT&T Alliance teleconferencing system.
Remote locations were connected to the classroom phone in a conference call, and the call
was continued during the entire class session.

The results were extremely positive. Using the old call-in system, at the most, one
telephone call was received during each class session, by all remote locations combined.
Using the teleconferencing system, where all sites were connected for the entire class,
remote students asked many questions during each class session. At times, they asked other
students to elaborate on questions they raised, or projects that they had described.

Clearly, the ability to ask questions easily, without interruption of notetaking, was
a considerable advantage to the students. Nor did they did not feel stigmatized against
asking multiple questions. The interactive audio system also reduced the number of
telephone calls to the instructor, after class, where answers were often repeated many times
as different students called with the same question.

249 2 6



If the increase in participation based on audio was so successful, the addition of
graphics, video images, and annotation of these images should be more successful. Add
to this the capability for annotations and storage of data, and the result might be
outstanding.

Graphic Images

Many of the instructors at university use computers in the classroom. The
computers may be used to demonstrate topics in computer science, such as using a compiler,
or as a tool to demonstrate software in support of other disciplines. Chemistry simulations,
math solver techniques, computer-aided design, are but a few such applications.

The transmission of the computer screen image to remote television monitors poses
significant problems. Television monitors are analog systems and computers are digital.
If that was not significant enough, where you are located in the world and where your
audience is located, also poses significant problems.

There are three major worldwide television standards, NTSC, PAL and SECAM.
NTSC is the standard used in the United States, PAL is used in England, much of Europe
and Australia, and SECAM is used in France, and other countries.

In 1948 the National Television Standards Committee (NTSC) met to create a
national television standard. It took until 1953 for the competing companies, broadcasters,
and the FCC to arrive at a uniform standard. While technology has improved, this standard
is still in use today. In fact, other than adopting a color TV standard allowing black-and-
white TV receivers to work with color signals, little has changed.

NTSC uses a scan rate of 30 frames per second (fps), which is a function of the
available frequency of AC power (60 cycles per second), resulting in 525 scan lines. (PAL,
for example, is based on a 'scanning frequency' of 25 fps on a picture of 625 lines.) NTSC
is an analog signal, and is interlaced which means that the odd numbered lines are scanned
first and then the even numbered lines are scanned. If you have seen computer monitors
on television, you may have noticed a rolling motion down the screen. This is the difference
in scan rates. To display computer images on a television, the computer digital signal
must be converted to an NTSC signal. Keep in mind that this is about 10 times the ISA bus
speed of the PC. Prior to the availability of adapters to provide VGA - to - NTSC, signals,
the easiest way to include computer screens in a distance education format was to focus the
camera on the screen. However, as a result of the difference between the scan rate on the
computer fyireen with that of the television, a roll was apparent. This may not be significant
if the image was to be held on screen for a short time, but for any length of time, it was
very tiring on the viewer.

To solve this problem, a survey of the industry (1989 - 91) was done and dozens of
video systems tested. Some of the problems encountered included shimmer between certain
colors when juxtaposed, and elimination of part of the computer image. A number of VGA-
NTSC adapters are currently available and offer a simple solution. Many of these add-in
cards use a process called Gen-locking, or synchronizing the 31.5-kHz VGA signal with the
15.735-kHz NTSC signal.

The Magni Producer was selected for transmission of computer graphic images.
.7.t provided the means by which the signal could be interfaced with the video switcher in the
broadcast studio. The composite output from the Magni is fed directly into the switcher and
that signal is transmitted over the microwave. The image was of high quality with no roll,
colors remained true and no loss in image was encountered.
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The Magni includes an external control unit with cut and fade buttons and
video/graphic slidebar selector. Once initialized, it unit could be used without resetting.

The ability to present high quality images without roll or flicker significantly
improved the quality of our classes. Students on-site were able to view images on several
large screen television monitors in the classroom, while remote students were able to view
the image on their regular monitor.

Additional responsibilities for the instructor were minor. In fact, the ability to use
computer screens in instruction saved time in preparation and in describing computer
sessions. Instructors in many disciplines are currently taking advantage of this system in
courses ranging from CAD to Business.

Student feedback is very positive on the inclusion of computer based graphics in
instruction and the high quality of the presentation material capable with the system.

Video Images

The ability to include video images was the next step in adding additional media to
the platform. A Targa Video Imaging card was added to the configuration. The use of the
Magni interface was extended to take advantage of video images. These included camera-
captured images, VCR extracted images, and other sources. A slidebar on the Magni unit
switches between graphic and video settings.

Extended Interaction - Handwritten and Typed Annotations

The interaction in the delivery of education is closely related to learning. The
more interesting and dynamic our presentations, the more stimulated the students, the more
learning will take place. The addition of graphic and video materials into the classroom was
a giant leap into the use of multimedia, but left us wanting more. Information is dynamic
rather than static, changing as the subject matter changes, expanding as new information
becomes available. It was not practical to switch from the computer-generated image to.the
blackboard and back again, repeatedly. The need to annotate directly on the computer
image was apparent.

Simply typing at the keyboard would provide some measure of dynamic input, but
the quality of the typed characters was too low. They were too small to be seen clearly both
for the on-site and the remote student.

A number of annotation systems were researched with wide differences in price
range. Some temporarily froze the screen, supported annotations, and then allowed you to
return to the running application. This proved cumbersome and timecomsuming. The
system chosen was the Sony Video Sketch Tit ler. This low priced, easy to use, and readily
available tool, interfaces between the Magni output and the video input. A stylus permits
annotations in many colors, widths, and filled and unfilled for highlighting.

The Video Sketch Tit ler also provides two simultaneous displays, so you can switch
between one application screen and another screen. A built-in titler provides the capability
of adding text to images. Built-in graphic images may be made to appear and wipe away
in several ways, all adding to a dynamic, colorful presentation.

Instructors have found this an easy to use, intuitive system, for the colorful on-line
annotation of images. The system is adding dynamic capabilities to the on-site classroom,
and to the distance education delivery systems.
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Storage and Retrieval in a Distance Education Setting

The ability to display complex images and concepts in a visual manner became both
a tremendous advantage as well as a potential area of concern. One of the key advantages
of using multimedia in the class was to be able to remove the necessity for explaining how
a image or action would appear, by causing it to appear. The inclusion of images on-line
and in real-time, provided the instructor with considerably more time to discuss the concepts
and techniques in the application, rather than drawing the image. The storage and retrieval
of these images, and even the annotations was necessary.

The ability to incorporate graphic and video images into classroom presentations
necessitated a survey of available products purporting to support video capture and display.
The products chosen must also be capable of supporting all of the graphic features that we
have previously discussed.

Several systems were tested, and one selected as the most cost effective, and easy
to use. Optel Communication Inc.'s Telewriter system seemed to provide the means by
which:

. annotations could be drawn or typed

. graphic images could be displayed

. video images could be easily captured from a video camera, a camcorder or VCR
via a video imaging card, and easily displayed
The Telewriter teleconferencing system supports the display of text, graphics and

video images on one multisync monitor (using a switcher card) or on two monitors, one for
graphics and one for video.

The software supports the storage and retrieval of graphic and video images in a
vertical and horizontal manner. Storage of images is accomplished through the use of a
video source such as a camera and the Targa imaging card. A single keystroke captures the
video image and saves it either as a Targa video image or converts it to a .PCX graphic
image. Databases of images (both graphic and video) as Telewriter pages may be selected
and called-up at will. Directories may be accessed in any order, and on-line annotations in
four colors and two widths are supported.

Of major significance is the capability to save annotations, both typed and drawn,
either on the base image or as a separate file. These can then be viewed at a later time.

To support the display of graphic images and video images on a display, and to
support the printing of graphic and video images, and annotations, the Illinois Institute of
Technology's IVC & Media Laboratory has authored software called Work Book which will
display and print .PCX, video and Telewriter pages automatically. Thus students could leave
the class with a disk containing the images displayed in class and review them outside of
class. Conversely, instructors could provide students workbooks on which handwritten notes
could be added during the actual class presentation.

Using Work Book, students will not have to take copious notes without really
listening, teachers will not have to step through many packages to print graphic and video
images and annotations. This opens the way for a higher level of classes, where active
participation and discussion are possible.

Distance Education Expanded

All of the systems discussed act as supplementary aids within a microwave (or
satellite) system. For the distance education student beyond the microwave, for whom the
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individual or the corporation cannot support microwave equipment, for the homebound or
instittnionalimd for whom advanced telecommunications systems are unavailable, a different,
cost effective system was needed.

The IVC & Media Laboratory took advantage of the Telewriter's distance education
- teleconferencing support by using the personal computer and the POTS (plain, old
telephone system) as the vehicle for distance education.

The Telewriter system supports multiple (up to 99) sites in a conference over the
standard telephone line. A special multipoint modem was used so that one phone line
supported both audio and data. Graphics tablets at each site were optional, but useful.
While text may be sent on-line, in real-time, most graphic and video images were
transmitted prior to class. During the class, students and instructor interacted audially with
a speakerphone, digitally using the keyboard, and graphically with a graphics tablet. As the
instructor called-up an image on his computer, the same image was immediately and
automatically called-up on the student's monitor. Annotations drawn on the instructor's
tablet (or the students') or typed at the keyboard were seen by all participants. Permanent
storage of all data, text, graphics, video images and annotations was via the hard drive on
the computer.

Preparation of class materials in advance was important so the images could be sent
to each remote site prior to class. The easiest system was with the use of a single Bernoulli
disk (90M) for class materials. When the instructor came to class, a personal computer -
distance education workstation with a Bernoulli drive enabled the instructor to simply insert
the disk for that class. An instructor development lab provided facilities for video and
graphic development and storage.

The remote, distance education students participating using the personal computer
teleconferencing system, were part of the regular class delivery system. Training for the
remote students prepared them in the use of the hardware, and the techniques of
participating in a remote classroom.

Current Applications

Approximately half of the computer science faculty are using some or all of the
multimedia systems in their classes, those based on microwave, satellite, or leased phone
lines. Several engineering faculty and business faculty are in process of integrating these
systems into their teaching.

Some of the remote sites opt to receive the cable/microwave broadcast only.
Others may add the audio component so that they are connected audially during the actual
live broadcasts and can take advantage of verbal communication.

Still others opt for the complete, interactive teleconferencing environment. This
includes a personal computer equipped with a graphics tablet, multipoint modem and
teleconferencing software. In some cases it supplements the microwave system, satellite, or
leased line system and in others it is used as a stand-alone educational delivery system for
live university courses.

The broader the capabilities, the greater the number of faculty who will take
advantage of multimedia systems, the more powerful and dynamic the instruction. It is our
contention that students taking courses using these media will show an increase in
attendance, a greater degree of in-class participation, and higher retention.

Expanded usage is being made outside of the university setting. As part of in-
service education, IIT is offering courses to teachers in the Chicago public schools, over a
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microwave to cable system along with the Telewriter teleconferencing system. Every school
in the city of Chicago is cable-ready. During the Spring 1993 semester, teachers in ten area
schools will enroll in a university course, CS 460 (Fundamentals of Multimedia). This
course introduces multimedia in theory and practice for use in the classroom. The course
originates at the university and is transmitted to the cable company via microwave which is
then converted for output via the cable system. With the backbone of the Telewriter system,
each teacher is a true interactive participant in this multimedia arena.

Future

The last remaining step is the inclusion of high quality motion video at a low, end-
user cost. In the immediate future, and for considerable time to come, analog will be the
international standard just as the VCR is the standard delivery platform for video currently.
NTSC, PAL, and SECAM broadcast channels represent the ultimate wide-area network.
Combine these with Cable TV, and the analog video market explodes. In the long-run,
digital video will probably be as commonplace as analog video is today. The main reason
is the flexibility with the digital signal. This includes computer-controlled data, portability,
storage and so on. NTU changing to digital during the past year is one such indication.

HDTV (High Definition Television) is another such indication. Four of the five
proposed HDTV systems are all digital. Images are processed as well as transmitted
digitally. Images will be sharper (doubling of the scanning lines), there will be new image-
processing techniques, and a host of new applications will emerge. The FCC plans to
choose an FIDTV standard before the end of 1993, and HDTV receivers and broadcasting
will probably be available by 1995. Coupled with advances in digital communication
networks, the capability of participating high quality, dynamic and interactive instruction will
be as easy as answering your phone.
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Background and Motivation

As a part of a national effort to improve engineering education in a collaborative effort among
eight universities that form the Synthesis Coalition (Cal Poly San Luis Obispo, Cornell,
Hampton, Iowa State, Southern, Stanford, Tuskegee and University of California at Berkeley), an
experimental investigation is being performed in developing a more integrated curriculum using
educational multimedia. In the traditional curriculum, engineering students who try to integrate
knowledge and concepts may find learning a frustrating and difficult experience, especially in their
first two years of college. Most of the courses involve learning abstract, declarative knowledge,
analysis and problem solving with little opportunity for synthesis, creativity, self-directed
investigation, and exposure to the field of engineering (Agogino, Sheppard & Oladipupo, 1992).
Although design courses aimed at integrating knowledge are typically offered at the senior level,
many students lose interest and motivation in engineering before they even fmd out about the
engineering discipline.

Our project is aimed at teaching design principles, as well as creating excitement and
motivation in engineering by providing 1) illustrated examples of inter- and multidisciplinary
designs using multimedia case studies, and 2) opportunities for students to extend these cases.
Based on the case study method of teaching engineering design (Sansalone, 1990; Steidel, 1973),
we used multimedia to capture multidisciplinary aspects of the engineering design process drawing
cases from successful student competitions and exemplary industrial practices. In addition to
teaching engineering design, cases are designed to contain historical connections, social
implications, design rationale, market-driven technologies, and profiles of engineering role models
and design participants.

Multimedia/hypermedia provides integration of hypertext with digital video clips of interviews
with industrial designers, engineers and managers. To3ling and manufacturing processes are also
shown alcmg with relevant texts, scanned still images, CAD drawings, and audio voice tracks. By
creating a collection of instructional multimedia cases, we hypothesize students will gain a better
understanding, perspective and appreciation for the engineering design process and the discipline.
Also, early experiments indicate that the activity of developing their own case increases their
interest in engineering and encourages their participation in engineering design activities.

Description of Multimedia Cases

Several case studies are currently under development on the Macintosh and IBM platforms
(Hypercardm & Toolboolem authoring tools). Two cases designed fa* different age audiences (lower
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and upper division students) and different educational objectives will be presented here which
include the Human Powered Vehicle, and the Proprinter cases.
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Figure 1. The HPV and Proprinter Cases

The Human Powered Vehicle : A Case Study Prototype

The Human Powered Vehicle (HPV) was chosen as an initial prototype to test the concept of a
multimedia case study. The HPV Project is an extracurricular design activity on the U.0 Berkeley
campus that attracts engineering and science students to participate in a year long competition to
build an aerodynamic vehicle. The HPV was ideal in that it covered many engineering disciplines
and complex problems typical in concurrent design and engineering decision-making. The topic of
a competitive race and vehicle design competition was suitable for generating interest and
excitement to engineering students. It also provided an engineering project that was also accessible
to students who wanted to participate in its design and construction.

Instructional objectives of the HPV case include conveying the multidisciplinary aspects of
design, showing the importance for fundamental math, engineering analysis and testing. Both the
process of constructing a case collaboratively by engineering students during the construction of
the vehicle, and the outcome of a multimedia case served as curricular activities and materials. The
case contains video clips c f wind tunnel testing, road testing, vehicle construction, and clips of the
actual race. Hypermedia is used to link relevant equations, drawing and graphs. By providing ties
between theory, application, social-historical implications and global impact to their studies in
engineering early on, we hope to provide ties between physical examples of engineering to theory
and analysis learned in class, as well as change attitudes and encourage more students, especially
women and undenepresented minorities to pursue engineering as a career.
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Figure 2. Design life cycle path for the HPV and Proprinter Case
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The HPV case study supplies the user with two main navigational directions, one based on
the design life cycle, and the other based on a chronological perspective (Figure 2). Each of the
navigational approaches serves to structure the content, but also allow students the flexibility
tochoose their own path of browsing and learning the material. To view materials non-linearly and
make broader leaps, the "See Connections" button opens a browser that allows users to follow
suggested paths locally within the stack, or link remotely to other relevant on-line materials such
as other cases, theory from textbooks, and future video/image databases.

To engage the student in active thinking, interactive pop-up "*think*" questions are provided
throughout the stack to stimulate reflection and critical thinking. These include both open-ended
questions as well as questions where the answers lie within the multimedia case.

To provide role models in engineering, especially highlighting women and minorities,
digitized portraits and voices are also attached to *think* questions. (In the HPV case, the faces are
taken from U.C. Berkeley professors, local heroes, community figures and others, but the portraits
can be customized for each locale.) The case study also highlights role models in the Who's Who
section where faces, interests and contributions of the student designers are included.
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Figure 3. Example *Think* question and on-line quiz

The Proprinter Case: An industrial case study

A case study of the Proprinter, a dot matrix printer designed for automated assembly, is built
upon the same life cycle design structure as the HPV (Figure 2). A linear presentation also allowed
the option to pursue non-linear links to other parts of the case. Unlike the HPV case, the
Proprinter case is targeted for upper division students and possesses different educational objectives.
These include specifically teaching students about industrial practices of automated assembly,
multifunctional teams, design trade-offs, and concepts in engineering design such as concurrent
engineering and design for manufacturability. The Proprinter case contains on-line quizzes to
encourage self-monitoring and checking. If students fail to answer the questions correctly, the
system prompts them to review the related material, and links them to the appropriate section.
Also, the Proprinter takes advantage of computer animation to describe and disclose the
manufacturing processes and robotic assembly.

The Proprinter was also designed to be motivational as it links current technology to
historical figures through the "See Connections" button. In this example, the concept of quality is
linked to Elijah McCoy, the son of an escaped slave (Figure 4).

Using Multimedia Cases in an Instructional Setting

Multimedia cases can be used in a variety of instructional settings. At Berkeley, faculty use
case studies to support standard lecture material using an overhead project panel to display relevant
portions of the case to help illustrate more abstract concepts. (An index allows instructors to fmd
topics quickly). Multimedia cases are also made available during computer laboratory hours for
students to explore in more depth on their own. We also introduce case studies to pre-college and
incoming students to spark interest and bring relevance to their own studies or projects in
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engineering. As more cases are developed, we plan to integrate courseware into the existing case
studies course in engineering design which currently uses textbook cases as the basis for
discussion.

Finally, multimedia cases are also used as exemplary models to fuel and motivate students to
construct their own understanding through case study development. Through research and
exploration, they are forced to reflect on explanations of concepts, and create multiple
representations of engineering processes when they need to convey their ideas to other students and
instructors. Students initially participate as a viewer of cases, and eventually take part as a
designer-builder-explainer of their own multimedia case. Recently, an experimental course in
multimedia case studies has been offered at U.C. Berkeley for rust and second year engineering
students which resulted in a section on the "History of the Bicycle". Students provided links to the
HPV case, as well as extended an existing case on "Bicycle Dissection" which breaks down the
design of a bicycle into its functional components.
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Figure 4. "See Connections" showing a historical link

Method of Evaluation & Assessment

The evaluation of educational multimedia is still in its infancy as the development of
multimedia tools and the assessment of the impact on teaching and learning is still evolving.
More recently, researchers are designing evaluation methods for curriculum innovation (Grabowski,
1992; Mandinach & Cline, 1990). We present multiple methods of assessment used to gather
information about multimedia cases as curricular materials including interviews, discussions,
surveys and an on-line data collection program. Our model for evaluation was one of trial and
refmement where versions of the multimedia cases were rapidly tested, redesigned, and updated
based on the evaluation results. This trial and refmement model was appropriate, not only because
the cases were easy to modify, but because new technological developments from the
multimedia/computer industry necessitated continuous integration of new technologies to keep
cases updated from an implementation standpoint.

Several populations were selected for evaluation of designated cases which included students
from an introductory engineering design and graphics course at the University of California at
Berkeley, upper division students taking a computer-aided design course, summer students enrolled
in introductory programming course, and junior high school students from a minority outreach
program. Several faculty members also evaluated the multimedia cases.

Personal interviews and discussion

We performed initial evaluation through observational studies of students and faculty using the
courseware. Comments were also collected via interviews with individual testers, from students
taking the multimedia case studies course, and from group discussions including graduate students
in education technology. Qualitative comments about user interface design, difficulty of use, value
of content, and use of multimedia to illustrate concepts were collected, documented and fed back
into the design of the multimedia cases.
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Pre and Post Surveys

The purpose of the surveys was to collect two categories of information. The first kind of
information related to the ability for cases to meet the educational objectives and pedagogical intent
of each case, and the effectiveness of multimedia cases to deliver those concepts about engineering
design. (In the Proprinter case, users were asked to answer open-ended design questions before and
after looking at the case.) The second category of information pertained to the technical aspects of
the courseware to aid in the improvement of the cases such as video quality, quantity of audio,
ability to navigate, functional aspects of the user interface. Questions were designed to gain
information about the quality of the multimedia elements, user interfice, navigation and overall
presentation of the multimedia case. The survey consisted of both multiple choice questions, as
well as open-ended response questions.

The procedure for survey evaluation included first administering a 20 minute pre-survey, then
instructing students to use the computer to review the multimedia case for 30 minutes. Finally,
students were asked to take a 20 minute post-survey.

On-line Data Collection

Another source of evaluation data was collected by an on-line computer program. To study
individuals interactions with the courseware, and for purposes of navigation assessment, a
computer program was developed to collect the times and location where students chose to browse
in the case study. This quantitative information gave us insight into what order they chose to
view the material, which sections they chose to look at, and how long they spent on each screen or
section. From this data, we inferred which parts of the courseware students found more interesting
as well as which paths were easier to navigate along, and which paths were more difficult.

Results

In general, evaluation data suggest several improvements necessary in the case studies
presented here, but overall the cases were found to be very successful in conveying principles of
design, generating excitement about participation in engineering design activities, getting students
to learn engineering concepts through participation of case studies development, and teaching
current concepts found in indusuial practice.

Results of interviews and Discussions

Given thirty minutes to an hour to view the HPV case during evaluation, some students
complained there was too much material to look at. Many of the undergraduate students wanted
less technical detail and a more general overview of the topic. On the other hand, some students
wanted more details about the design, and wanted to see links to development environments to
modify the design of the human-powered vehicle in an interactive computer simulation.

When ask what part of the HPV case students liked the most, there were a variety of answers
indicating that students found different parts of the case interesting. The on-line data collection
supports this indicating there was always one section where students spent a disproportionate
amount of time.

Students taking the experimental multimedia case studies course expressed positive feedback
for the course and interest in continuing multimedia case development in the following semester.

On-line Collection Results

On-line data collected revealed that students chose to spend different amounts of time studying
different sections. In the HPV case, some liked the who's who and safety issues, whereas others
liked the sections on analysis, testing, the race, the timeline, and specifications of the vehicle.
This variation indicated that students could find something in the case they found interesting related
to design and engineering.
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In the Proprinter case, the quiz questions were found to encourage more careful reading of the
material. Mote time was spent answering the first quiz (due in part because of the need to return to
the text to get the answers). Also, data indicated students spent less time on subsequent quizzes as
they progressed along in the multimedia case as a result of better self-monitoring.

On-line data collected regarding details of navigation, user-interface testing, and functional
aspects of the HPV interface are discussed in more detail elsewhere (Hsi & Agogino, 1993).

Survey Results

Survey responses collected from both undergraduates and junior high school students indicated
that older students were more critical of the quality of multimedia elements and had higher
expectations of video and animations. The students demanded higher quality movies and videos that
were "less choppy". (The Macintosh Ilex machines with 8-bit color were used during testing.)
As a result, several video clips were redigitized to allow a higher quality images and smoother
playback

Students wanted more digitized voices of the HPV team members, and longer video clips
where current clips were 30-60 seconds long. Students were annoyed at repeated videos, and as a
result repetition wzs eliminated. Although Quicktime movies allow students to adjust the
volume, students cromplained they could not adjust the volume of digitized voices easily. Also, a
large computer laixratory using multimedia cases demanded use of eaphones.

In the Proprinter surveys, student responses to design questions were rated from 1 to 3 (poor
to good) based on their overall conceptual understanding of design and use of keywords. After
viewing the case, their score increased from an average of 1.62 to 2.46. When asked to make
suggestions to a redesign of a product made from multiple plastic and metal parts assembled with
solder and screws, one students response went from "I don't know" to "eliminate screws and try to
use less pieces" indicating the Propiinter case successfully delivered engineering design practices
and concepts (Evans, 1992). Surveys also indicated students attitude towards design changed,
considering it mere as a team effect.

The *think* questions which were designed to promote reflection in the HPV case instead
caused much frustration among the students and faculty. More than half of the students surveyed
said they were not serious about answering the think questions, or abandoned answering them
altogether. The think questions were found frustrating because many questions were open-ended and
the answers could not be directly found in the case. This has prompted a redesign of the *think*
questions to reduce the number of open-ended questions, and to include more questions directly
relevant to the material in the case. Several faculty members have offered to provide and integrate
relevant questions from their own courses to put into the multimedia case which could serve as
interesting links from their lectures into the multimedia case. In our instructor's guide, we suggest
that some *think* questions can be used to stimulate class discussions or be used as part of the
problem set.

Although there were some complaints about various aspects of the implementation, almost all
of the students after seeing the case study expresz;ed enthusiasm for joining in the design of the
HPV, and taking a course which provided these case studies as curricular materials or participating
in the development of cases as a design activity. Their post-survey responses also indicated after
viewing they found design to involve more multidisciplinary factors than previously thought.
They learned that design also requires fund raising, team work, project planning, engineering
analysis, and other factors such as safety considerations, marketing and cost

Future Work

Cases on various toys designed by Mattel, Inc., are currently being developed emphasizing
market-driven design concepts, manufacturing processes, design fa assembly and safety concepts.
Plans include porting cases onto a UNIX platform to allow for faster networldng and links to
remote databases and simulations. Plans to research, modify and improve current evaluation
methods of educational multimedia are also underway. One challenge will be to evaluate the
benefit of case studies as a scaffokled constructive learning activity.

Our ultimate goal is to distribute multimedia cases to many university campuses as well as
introduce cases as a motivator for pre-college students initially on a CD-ROM format, and later on
a networked courseware database. Contents of case studies will be tested for sensitivity to cultural,
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ethnic and gender differences to strengthen the increase pipeline of students coining into
engineering.

Conclusions

Multimedia case studies have been presented as one approach to a multimedia curriculum for
generating excitement in engineering. Multimedia also provides a mechanism for assimilating
engineering design concepts in an illustrated context. Evaluating the educational objectives was
achieved through the use of multiple methods of assessment where the results were used to rapidly
modify, retest, and refine the curricular materials.

Learning engineering still comes from pracuce and hands-on experience rather than simply
using interactive multimedia. However, the courseware can be supplemented with hands-on
experiences in lab settings. For instance, the Proprinter case was used in conjunction with
students participating in the dissection and re-assembly of an actual printer. Stanford University is
using the "Bicycle Dissection" case with bike dissection activities (Agogino, Sheppard &
Olaclipupo, 1992). Providing these examples of exemplary design in the classroom, coupled with
hands-on experiences, we can raise curiosity and interest in the discipline, and ultimately help
provide a perspective of engineering that is more integrated and accessible to students engineering
early on.
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Using simulation, beyond the capacity of human instructors, is one of the best methods of
computer-aided instruction. Recently computers have become powerful enough to execute
complex simulations and make pedagogical plans. The simulation models used in training may
differ from those for research or analysis because the abstraction of domain knowledge is
important in training and detailed analysis is not needed. The qualitative model provides one

The features of simulation based training systems are:
(1) Learners have various experiences of the objective world in imaginary environments and
gradually establish mental models inductively. (one type of model instruction)
(2) Coursewares like simulation games do not bore the learners.
(3) Learners can grasp concepts easily through visualization without the need for complex natural
language understanding.

The systems are being used in fields such as plant operations, troubleshooting, physics,
chemistry, and language education. Here are some of the desired conditions of simulation models.
(1) quick responses to learner operations
(2) simulation models well merged into courseware
(3) each step of the situation easily grasped
(4) simulations done from the expert point of view
(5) excellent authoring system (builders) provided

OGIS Research Institute has developed two intelligent tutoring systems (ITSs) in cooperation
with Osaka Gas: PCTS (Process Control Training System) based on physical models and CETS
(Conversational English Training System) based on linguistic models. This paper describes the
basic concept of ITSs for plant operation and conversational English and their user interface.

The Features of PCTS

The importance of CAI systems in industrial environments has become more apparent largely
because of an increasing recognition of the complexity of the system operations to be mastered.
We believe CAI systems have a more important role to play in such environments than in schools,
which need the human touch between teachers and students. The operator training in Osaka Gas is
classified into two types: central and local training. Central training is at training centers with a
number of trainees using real equipment or large simulators. Local training is carried out at each
factory or plant. PCTS is being used for the local training without any instructor.

The Structure of PCTS

1. Training Methods

Fig. 1 shows the basic concept of the PCTS architecture. The features inherent in the training
methods used in GTS (Generic Tutoring System) are described below.
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(1) Training according to the trainee's level of understanding
Trainees take a pretest to determine their level of understanding before training, and are

initially placed at different levels of training accordingly.
(2) Integration of TBT (Text-Based Tutor) and MBT (Model-Based Tutor)

The weighting towards textual lessons with supportive graphics and simple modeling allows
common concepts to be initially presented in a direct instructional mode. As trainees grow in
sophistication with regard to the operations, our training system moves toward model-based
lessons. Current educational theories and research indicate that learning to apply knowledge and
the qansfer of knowledge to new situations require more hands-on and inductive presentation
techniques, namely, learning by doing.
(3) Training according to progress

Each course consists of several lessons, each of which is composed of four modes: Instruct
(lecture), Test, Tutor (reinstruct), and Roest. These four modes are ordinarily given in that
order.

In TBT, Test has been categorized by Barrett into literal, inferential, applicative, and evaluative
tests. If Test is not passed, Tutor is started. Tutor is divided into Repeat, Keyword, Hint, and Help
modes in order to give the most appropriate advice according to the analysis based on the type and
results of the Test.

2. Bug Detection and Remedies

The Bug Detector (BD), or trainee error detector, is used in the MBT to evaluate the trainee's
performance in its best mode. It analyzes the trainee's behavior and posts assertions into the
student model. Nine kinds of bugs have been identified based on plant operations.

We classified bugs into two categories, major and minor. If an operator causes major bugs, PCTS
will reinitialize the process. If an operator causes minor bugs, operation can continue. If an
operator causes both major and minor bugs at the same time, PCTS sends a message for the major
level only. When a trainee finishes an exercise, one of three different messages appears, depending
on the total number of misoperations. PCTS gives a hint the first time a bug occurs, and gives help
the second time.
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3. The User Interface and the System Environment

(1) The User Interface
Some trainees are not used to using computers, so operating the program should be easy and the

outputs should be easily understood. The standard trainee input is by mouse. The output of the
training system consists of views and statements assigned by X-Window. Graphics and static
picture images are used for the views. Statements are represented with text supported by voice
synthesis. Using these modes of interface makes training more effective.
(2) The System Environment

In PDTS, that is. our first training system for our plant operations, independent knowledge
representations such as frame, rule, and 00P are used. The concept of fitting a knowledge
representation to a problem has worked fairly well, but suffers from the relatively large number
of independent representations needed and inconsistencies in the paradigms among them. Thus a
unified architecture usinp an entirely object-oriented paradigm has been designed. It is
implemented with C++ whi '1 is 00P of C language.

The PCTS is run on NEWS (an engineering workstation made by Sony) with a high resolution
color bit-mapped display and a Japanese voice synthesizer (made by NTT) which is the same as the
delivery hardware platform.

Hierarchical Layers for Operator Training

The PCTS system consists of three layers, namely, Text Based Tutor, Mini Simulators (MBT),
and Exercises (MBT), as well as simulation models. The hierarchical layers for simulation-based
ITS have been designed on the basis of the experience of PCTS. PDTS and hierarchical layers made
by R. Gagne.

1. The Hierarchical Layers made by R. Gagne

One feature of the layers for children's learning proposed by Gagne proceeds chiefly from Signal
Learning to Verbal Association, Concept Learning, and Problem Solving. However for adult
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training, the concept of the domain should be introduced first of all and verbal learning is usually
done at an earlier stage.

2. Proposed Hierarchical Layers

The proposed hierarchical layers for plant operations shown in Fig. 2 are described below. Trainees
usually learn from stage (1) to (7) in order.
(1) Verbal Learning

The basic definitions of the technical terms or symbols needed are presented by texts, graphics,
and images in direct instructional modes. The concept of the domain is introduced.
(2) Multiple Discrimination Learning

Ways of discriminating among similar or dissimilar situations are presented by texts, graphics,
and images in simple model and direct instructional modes. Learning similar situations prevents
misconceptions and learning dissimilar situations promotes memorization.
(3) Stimulus-Response Learning

One step turning on/off/adjusting a switch is presented by simulation. This is the first stage in
which trainees see simulation models of the real world. At a later stage, this kind of action will
be taken without conscious control.
(4) Chaining of Stimulus-Response Learning

One series of steps in turning on/off/adjusting a switch is presented by simulation. The small
step principle is provided for Skill-Based Learning. Active reactions and quick checks are required
of the trainees.
(5) Rule Learning

The basic operational rules are applied to simple simulation models. Some rules might not
appear directly but suggest basic principles. The simulation models and functional rules are
increasingly complex from (5) to (7). These stages are provided in model instruction modes.
Trainees learn by both inductive and deductive reasoning.
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(6) Compound Rule Learning
Pragmatic compound operation rules are applied to simple simulation models. They are also

used in Problem Solving.
(7) Problem Solving
Trainees operate toward a set goal on pragmatic simulation models. This layer includes the
problem solvers. If mixed initiative instruction is included, better training can be provided.
(8) Physical Functions

General functions of the simulation are defined. They were described as class objects. (8) and (9)
are not part of the learning process but form the simulation models used from (3) to (7).
(9) Physical Form

This gives the specifications of the simulation model. Trainees contact this layer during
operation.

Fig. 3 shows an example of the relationship among specific pieces of knowledge of each stage.
This kind of linkage helps both instruction and bug detection. From the perspective of cognitive
engineering for human-machine interaction proposed by J. Rasmussen, skill-based behavior, rule-
based behavior, and knowledge-based behavior correspond to skill-based learning, rule-based
learning and problem solving respectively.

The Features of CETS

In Japan, English education has become more and more important because of attempts at
internationalization. Most Japanese people have trouble speaking English although they study
English from junior high school. One major reason for this failure is that the school system has
focused its attention on reading, translation and grammar. Our system, CETS, is especially for
training in speaking.
The main feature of the system is the use of multimedia, including a voice recognition device sold
by OG1S Research Institute in Japan. This device has the practical ability to recognize unspecified
continuous voice. The purpose of the system is to train students for hearing and speaking in
contrast to traditional CAI.

The Structure of CETS

1. Pedagogical stages

The system consists of 3 stages. These are basic practice, pronunciation practice, and conversation
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Card 70" .Card 1

titt..e.rOcct.- ,...
Partner
Card

Fig. 4 Hypertext Type Knowledge Base
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practice.
(1) Basic Practice
Students learn grammar, vocabulary, and expressions through text. This is now under
development.
(2) Pronunciation Practice
Students learn intonation and stress as well as pronunciation through voice recognition. Their
results are displayed by graphics in comparison to that of native speakers. Appropriate advice is
also provided.
(3) Conversation Practice
Students learn pragmatic conversational English by simulation. The learning proceeds from rote
learning to limited free conversation. The conversations are represented with a tree structure. Each
node means an utterance or alternative expression, and each link varies the situation. Tree
structures are implemented by hypertexts shown in Fig. 4.

2. Internal system

Fig. 5 shows the modules of Conversation Practice.
(1) Hypertext Type Knowledge Base
Conversational knowledge is described in each hypertext linked to the multimedia. The
knowledge on student cards including wrong utterances is linked with instruction cards which
provide appropriate advice. The knowledge on partner cards, including utterances by persons
appearing on the screen, manages the Laser Disk (interactive video). The knowledge base is made
using the authoring system by human instructors.
(2) Control Module
The control module provides simulation and the pedagogical remedies managing the knowledge
base. The module also selects the teaching materials.

3. User Interface & System Environment

(1) Mouse
Students can select from several menus by mouse.
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(2) Voice/Keyboard
During training voice is basically the major means of input. If a student's utterance is beyond a
certain threshold, the utterance is matched to one of the candidate sentences, if possible by trial
and error. Otherwise s/he should speak again or input it by keyboard.
(3) Other Interfaces
Graphics and static/dynamic picture images recorded on a Laser Disk are used for visuals.
Statements are represented with text supported by Japanese voice synthesis.
(4) Platform
The system is run on a Sun Workstation with a high resolution color bit-mapped display, a laser
disk drive, and a voice recognition device.

The Common Goal of the Systems

CETS can also consist of hierarchical layers similar to those of plant operations. The proposed
layers for linguistic learning shown in Fig. 6 are described below. Trainees usually learn from
stage (1) to (7) in order.
(1) Verbal Learning

Necessary grammar and vocabulary for conversation are learned
(2) Multiple Discrimination Learning

Ways of discriminating among similar or dissimilar grammar/vocabulary/expressions are
learned.
(3) Stimulus-Response Learning

Pronunciation practice of key words for the conversation is provided.
(4) Chaining of Stimulus-Response Learning

Pronunciation practice of key sentences for the conversation is provided.
(5) Rote Learning (introduction of knowledge)

Each model scene is provided by video on a window. Students are expected to be able to speak
correctly using simple typical expressions in the scene. (Students memorize the basic expressions
and speak smoothly with correct pronunciations.)
(6) Basic Problem Solving (application of knowledge)
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A student should be able to speak correctly using simple typical expressions in several scenes.
In this case, the system chooses which is the best scene to display and the context is changed
according to the student's answer.
(7) Problem Solving (stability of knowledge)

A student should be able to speak correctly in any scene. In this case, alternative expressions are
accepted.
(8) Conversational Functions
A sentence, the alternative expression, and the boundary conditions are described. They were
shown in Fig. 4 as thc student and partner cards. (8) and (9) are not part of the learning process but
form the simulation models used in (3) to (7).
(9) Scenic Forms

These are specifications of the simulation model. Trainees contact this layer during
conversation.

Conclusion

PCTS has become one of the most well-known examples of ITSs in Japan, and we are
contributing significantly to the academic community. It is used at each Osaka Gas plant for the
convenience of trainees who can not easily go to the training center because of their work. The
authoring system for PCTS will be delivered soon.

CETS is very attractive because of its reality and practical use. CETS has a course whose topic is
business appointments. Some coursewares are now being installed.

We will continue to develop the new concept of 1TSs biased on simulation models and
multimedia. We would like to express our gratitude to the project members of Osaka Gas and Oki
Electric Co. Ltd. for their cooperation.
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The Future of Hypermedia Based Learning Environments:
Problems, Prospects, and Entailments

David H. Jonassen
University of Colorado

The assumption that hypermedia has implications for learning remains
generally untested. Proponents have claimed that hypermedia information
systems would revolutionize the educational process. Little evidence
supports this prediction. At least two reasons for the this lack of efficacy exist.
First, the level of engagement and purpose among learners in most
hypermedia systems does not require rneaningtul processing of the content.
Second, effectively using hypermedia entails the use of learning and
metalearning strategies that learners are not skilled in. The assumptions
about the ways that learners would use hypermedia and process the
information in it have not been empirically supported. This presentation
will argue that the most effective hypermedia applications are based on
constructivist learning models. Such applications are computer-based,
hypermedia learning environments that represent the natural complexity of
content domains, support collaborative knowledge construction, and support
intentional learning. Rather than merely presenting linked information,
hypermedia learning environments foster deeper level thinking about the
content being studied. Hypermedia learning environments represent a
natural progression of learning technologies from their behaviorist roots,
through their cognitive growth into their constructivist facilitation of
meaningful learning.

I shall begin this presentation with a chronology of computer-based
technologies which describes the progression of technologies, their conceptual
bases, and applications of them (Fig. 1). Next, I shall describe the range of
information processing engaged by these environments (Fig. 2). I shall
demonstrate examples of such environments that have been designed and
researched at the University of Colorado. Finally I will reflect on the
problems and prospects entailed by these environments. For example, from
the perspectives of social expectations and adoption/diffusion, the efficacy of
some computer based innovations may be questionable. Ironically, the design
of many of these environments espouse situating the learning experience in
the context of some real world task. Had the design and development of
these environments been situated in the real world context of the classroom,
as designers, we may recognize that our innovations have far exceeded our
ability to implement them in such a context. These and other arguments will
hopefully generate discussion about the problems and prospects of these
environments in terms of the activities, responsibilities, abilities and
expectation of the learning environments, teachers, and learners.
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Hypermedia System Functionality: Strategies
for Entangling Users

CHARLES J. KACMAR
Department of Computer Science

Florida State University - Tallahassee, FL 32306 USA

Introduction

Collaborative and groupware hypermedia systems provide environments which
support goal-oriented human-human interaction tasks in electronic environments
(Ellis, Gibbs, & Rein, 1991). These systems are designed by studying human
interaction and modeling their interactions through system features or by applying
principles of human interaction to computerized settings. The architecture of these
systems is usually tailored to specific problem domains by supporting only the relevant
conceptual, data, and procedural models needed for group activity.

gIBIS (Conklin & Begeman, 1988), VNS (Shipman, Chaney, & Gorry, 1989),
and WE (Smith, Weiss, & Ferguson, 1987) are exampits of domain-specific
collaborative hypermedia systems. Characteristics include shared links and interfaces
tailored to a particular task environment.

KMS (Akscyn, McCracken, & Yoder, 1988) and Intermedia (Yankelovich, Haan,
Meyrowitz, & Drucker, 1988) are examples of collaborative hypermedia systems which
are not specifically designed to support a particular group interaction model. These
general purpose systems derive their power from the flexibility they offer users in
performing a variety of collaborative activities within a single computing environment.
Collaboration is supported as a result of their architectures and interactions with
services provided by the underlying computing environments.

The remaining sections of this paper present the results of three case studies
involving the use of a general purpose collaborative hypermedia system to support an
argurnentation/discussion task. The results of these studies provide additional insight
into hypertext usability and user behavior by studying the contents of hypertexts
relative to the interface and functional characteristics of systems.

Collaboration Project Overview
Background

Subjects. The subjects in the case studies were primarily graduate studenis
enrolled in a graduate course on computer-human interaction and
hypertext/hypermedia. The first case study was conducted at Rensselaer PolyL:nnic
Institute. The remaining case studies were conducted at Florida State University.
Case study 1 involved 13 students, case study 2 involved 12 students, and case study
3 involved 5 si.adents. The students in case study 3 also participated in case study 2.
Two students in study 1 were not computer science majors, 1 student in study 2 was
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not a computer science major - all students in study 3 were computer science majors.
Preparation. Prior to the task, students attended course lectures and

performed various course-related assignments. Typical assignments included reading
journal articles and books, writing papers, presenting material in class, watching video
tapes of hypermedia systems, and using and evaluating hypermedia and non-
hypermedia systems. Class lectures and assignments provided students at least 6-8
weeks of exposure to hypermedia materials and at least 2 different experiences with
hypermedia systems prior to being assigned the collaboration task.

Task. The task required students to discuss and/or argue about topics.
Students selected the topic in the first and third case studies. The topic of discussion
was assigned to the students in the second study. No boundaries were given on the
task and in fact the students were encouraged to comment and link anv information
in the hypertext. Students were given approximately 4 weeks to complete the task.

The first group of students identified 8 topics of interest. After approximately
2 weeks of "discussion," the most popular topic concerned environmental issues. The
second group of students was assigned the topic of "halloween." This topic was
selected due to interest in local protests and news coverage of controversial festivities
associated with this event. The third group selected the topic of "spring break."

Measures

The primary goals of the task were to provide students with experience in
using a general purpose hypermedia system and to obtain comments about the
features of the system for the purposes of enhancing its capabilities. Consequently,
a rigorous or controlled experimental environment was not employed during the first
study. However, it became apparent about midway through the second group of
students that a pattern of behavior, similar to that exhibited in the first group, had
developed. The pattern related to the structure and content of the hypertexts used and
created by the group. Even though the purpose of the task was initially non-
experimental, it was decided to observe and note these patterns, especially since these
students were reasonably competent in the field. Hence, the importance of this
research concerns the outcome of the hypertexts and the visual characteristics of the
nodes that were created.

Method

Subjects invoked the system and followed a sequence of links to enter the
hypertext for the task. The base node contained a list of topics to be discussed which
were usually defined with text. The directed graph associated with each topic was
navigated in a forward direction by clicking the left mouse button on a link marker.
Clicking the right mouse button allowed the user to backtrack through the hypertext.
Although the graph structure was primarily hierarchical, the system allowed arbitrary
link connections.

A node also was reachable using a "GoTo" facility. A menu item initiated the
goto request and allowed the user to identify the name of a node to which to navigate.
After the user entered the name of the node, the system searched for the object and
navigated to the node if it existed. If the node did not exist, the application created
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a new node having the name specified and navigated to the node. Node names were
displayed in the title bar of the display window.

Environment

System overview. We now describe the operation and interface of the
system. The purpose is to provide a framework for understanding the tools available
to the students in conjunction with performing the task.

The system used in the case studies is a prototype, single-process
implementation of the PROXHY system (Kacmar & Leggett, 1991). It is a general
purpose collaborative hypermedia system, supporting various types of objects and is
not tailored toward a particular human or group interaction model. The system runs
on Sun workstations and allows users at various locations to simultaneously access
and modify a shared hypertext. Hypertexts are stored on a file server and managed
using standard system file services.

Interface. A "painter's canvas" window with direct manipulation
(Shneiderman, 1992) and a spatial metaphor supports the drawing of all objects. The
user display consists of three components: the main display window, menu, and
message window. Various sizes and fonts of text are supported. Other objects
supported by the system include: line, circle/ellipse, square/rectangle, polygon, bitmap,
and patterns. Text objects associated with links are bounded by rectangles. A dashed
border indicates link markers for graphical objects. Linked bitmaps appear as 3D-
buttons.

The spatial interface allows text objects to be created by moving the mouse
cursor any location in the main window and typing. Graphical objects are created
by first clicking on a menu item to identify the type of the object and then indicating
the location and size/shape of the object with subsequent mouse clicks. Step-by-step
instructions for creating graphical objects appear in the message window.

Links are directly attached to objects, they do not have to be attached to
"buttons." Bitmaps can be used as the basis for a button but most users choose to use
text as the primary endpoint of the source end of a link. Nodes are the most preferred
destination of a link. Graphical objects are primarily used to emphasize aspects of the
discussion or for drawing.

Two methods of creating links are provided. A "quick link" is created by twice
clicking the left mouse button on an object. This causes the object to be selected, a
new node created, and then a link to be created which connects the object to the new
node. A second method allows links to connect one or more existing objects in the
same or different nodes. For each endpoint of a link, the objects that constitute the
link end are identified by selection and an anchor is attached to the group. A link
connects the anchors. Anchor and link deletion is provided through menu selection
and identification (pointing) of the link marker(s) to be affected by the operation.

Data model and management. All objects have a unique identity. Primitive
objects are named by the system. Nodes can be named by users or are named by the
system. Anchors and links are implemented as first-class objects. Objects are stored
in directories with anchors and links residing in the same directory as the application
objects. The data management facilities provide complete transparency from the
directory structures of the hypertexts. Most users never name any of the objects they

2



create or access.
The hypermedia data model is the traditional anchor-link-anchor model.

Anchors are attached to one or more objects at the source and destination ends of a
link to provide 1-to-1, 1-to-N, M-to-1, or M-to-N relationships. Anchors may be
attached to nodes or primitive objects within nodes thus providing node-to-node, node-
to-primitive, primitive-to-node, or primitive-to-primitive associations. Link navigation
is uni-directional.

Support for collaboration. The system uses network file services to support
collaboration. Objects created by one user are accessible by another when a user
creates objects under the appropriate file access privileges. Users at different
workstations may access the same hypertext at the same time. The typical mode of
operation for group interaction is unrestricted group access rights for all users.

Observations and Interpretations

The interesting aspects of this project concern the behavior of the students
while using the system and the state of the hypertexts during and after the tasks.
Although browsing the hypertexts did not result in any notable difficulties, all three
groups encountered problems during authoring. Problems related to using the system
were resolved through class and individual discussions. Obviously, some individuals
experienced more difficulty than others.

Results

Chunking. One of the major difficulties observed among the ..,tudy groups
concerned the structuring and placing of information in the hypertexts. On several
occasions, students requested a set of "rules" or "guidelines" for deciding the amount
of information to place in a node and where to attach links. Given the fact that
students had spent 6-8 weeks prior to the task studying and using this and other
hypermedia systems, these skill-directed experiences did not seem to provide sufficient
models of structuring and linking for the argumentation task.

Link traversal. Even though the quick link facility provided a fast and
simple mechanism for creating links, some students indicated that navigating a link
was "too great a distance" depending on the topic and content of the item to which they
wanted to comment.

Proximity. Another interesting phenomenon concerns the quantity and
location of objects in the nodes. Nodes were heavily populated with a variety of
information and object types. The depth of the hypertexts was "shallow" - between 2
and 4 levels (links). Since the spatial interface allowed the students to "place" their
arguments or comments wherever they desired, comments were generally placed as
close as possible to the comment which initiated their response. In some cases, the
response was positioned adjacent to or overlaying the original comment. The
debriefing indicated that proximity was very important and that the spatial interface
metaphor supported this behavior.

Presentation and link markers. Links were usually attached to text objects
at the source end of a link and connected to nodes at the destination. As the quantity
of objects in a node increased, the use of graphical objects as source-end objects
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increased. In some nodes, graphical objects became the dominant object to define the
link source.

The application allowed objects to overlay each other. This resulted in a
situation where linked text objects were overlayed with graphical objects associated
with a different link. A linked text object was visible to the user even if it was
overlayed with a transparent (non-filled), linked, graphical object. Users clicking on
the area containing the intersection of the text and graphical objects, expecting to
navigate to the destination defined by the text object, became confused when the link
associated with the graphical object was followed. Not surprisingly, this resulted in
significant disorientation for most users.

To circumvent this situation, users temporarily-moved the graphical object out
of the way in order to follow the link associated with the text object. After
backtracking to the point of departure, the graphical object was repositioned to its
original location, overlaying the text object. Intersecting, multi-linked objects were
eventually reorganized by the students such that the graphical object either was
moved away from the text object or the two objects were linked to a common node from
which two points of departure were defined.

Students quickly learned to use graphical objects to "entice" others to follow
their links. Objects drawn in the shape of arrows were commonly used to guide a user
to a related discuss'on (as in a guided tour (see Trigg (1988) and Marshall & Irish
(1989) for a related discussion). Border thickness and fill patterns also were used to
increase enticement.

Link types. Three link behaviors were supported: reference, include, and
automatic. The existence of multiplr linking mechanisms created many problems for
all three groups. A common error resulted in nodes being overlayed with other nodes.
This situation is caused by defining an automatic include link which includes the
entire contents of another node.

When a "deformed" node results, disorientation is an immediate consequence.
According to some students, the first few times they encountered nodes of this type
their reaction was to click the "Quit" menu item to exit from the system because they
thought the system had failed. Others simply navigated away from the deformed node
and then returned to the same location using a different route to bypass the included
link. When a deformed node could not be avoided, "warning signs" were posted to
warn others about these nodes during navigation.

Discussion

The observations from these studies indicate that authoring a hypertext and
using a collaborative hypertext system can be difficult for average experienced users.
This is significant since hypertext facilities are often touted by vendors and
researchers as simplifying human-computer interaction and are especially suitable for
novice users. Although these claims might be true for browsing-oriented systems, they
are not true for systems which provide more functionality. Difficulties can occur when
node granularity and the boundaries between nodes are left to the individual author.
Disorientation may result (Conklin, 1987; Nielsen, 1990; Utting & Yankelovich, 1989),
especially when the underlying hypertext is continually changing as in a collaborative
environment.
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Browsing and studying existing hypermedia systems seems to provide little
help in forming the necessary conceptual models for understanding and organizing
information. To create a usable hypertext, authors must be trained as to the amount
of information to place in a node and how information is to be structured (De Young,
1990). As discussed, some users had noticeable difficulty authoring even after many
weeks of classroom and hands-on experience.

Multiple anchor and link types are powerful and effective facilities for creating
hypertexts when used appropriately. However, these and other mechanisms can be
troublesome since there is no "natural" organization for a particular hypertext. If it
is important to use these facilities in hypertexts, authors must be trained in using
these facilities and must fully understand their effects on the hypertext and
navigation. Iterative design, authoring, and evaluation methods for both the systems
and their databases are needed to ensure usable systems (Eve land & Bikson, 1988).

The prototype did not provide assistance in managing group activities. Users
collided when attempting to update the same nodes or objects simultaneously.
Coordination methods, similar to those found in database systems, are needed to
protect the integrity of the hypertexts (Ellis, Gibbs, & Rein, 1991; Malcolm, Poltrock,
& Schuler, 1991). Other coordination methods also should be established prior to
group activity to minimize group conflicts. One of the most requested enhancements
was a display which graphically depicted the current users and their locations in the
hypertexts.

Summary

Authoring hypertexts can be cliff; even for average-experienced users. The
most basic difficulties concern structuring the hypertext and quantifying the amount
of information to place in a node. Although the amount of information in a node may
be limited by the size of the display and manner in which the node is presented, users
at this experience level appear to have conceptual difficulties which transcend display
characteristics.

One of the most important findings concerns object proximity. Although a
hypermedia system may provide a very simple and fast mechanism for creating links,
nodes may become overpopulated as users attempt to position information as close as
possible. This can result in nodes which contain different ideas and/or are illogically
chunked; and, hypertexts which are flat or have no obvious logical structure.
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Introduction

Diagrams are an aid to communication. They provide pictorial descriptions of informa-
tion and concepts from an application domain. When a diagram is shown during the communica-
tion act, the information is more likely to be remembered and understood than if that information
were conveyed without the diagram (Levin, 1987).

USER -41-0-
specific diagrams to help
the user visualize the
advanced application

[IN °UT understanding/
OU ;PUT production

I11TTORIAL on how to read the notations I
associated with these specific diagram.s

ADVANCED
APPLICATION

Figure 1. Typical User Interface Components with Suggested Improvement.

Many graphical user interfaces make use of diagrams, and have some form of the compo-
nents appearing across the top of Figure 1. For example, dataflow diagrams help people think
about the software system design task, or the picture of a database schema diagram is shown to
communicate exactly how a database is structured. The user is freed from having to remember de-
tails, and is likely to be more productive and accurate. In some instances, diagrams are the primary
language with which concepts are communicated between the user and the computer (DiBattista,
1990). For example, in QBD* (Angelaccio, 1990), the schema diagram itself is used to retrieve
information from a database.

Specific diagrams are aimed at helping the user to visualize advanced applications. But,
are these diagrams understood by the average user? Very little, if any, instruction on the reading
and understanding of diagrams is provided during a person's formal education -- diagrammatic liter-
acy is an assumed skill. As things are currently, unsophisticated users must consult an off-line
source for this information. But many users will not take the initiative to research fundamental di-
agrammatic notations and will make assumptions. This leads to potential misunderstanding and
misconceptions, and certainly not to the communication and understanding, which the diagrams are
expected to facilitate.
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Figure 1 also shows an improvement. A user working with the advanced application who
finds the need for a review of its specific diagrammatic notations can request a rudimentary multi-
media tutorial. Afterwards, that user is more likely to understand the advanced application.

There is a need for on-line presentations of the basic notations assoziated with domain
specific diagrams. The primary goal of the research reported in this paper is to provide a tool to
help produce them.

Problem

The central focus this research is the production of rudimentary multimedia presentations
aimed at diagrammatic literacy. Primary objectives are the design of these presentations, and the
design of a system that helps to produce them.

tions
Examination of the processes involved in understanding diagrams has led to three ques-

1) What skills are required to be able to "read diagrams," and how are these skills taught?

2) How should computer-based presentations that explain a diagram be constnicted?

3) Can a system be designed which reduces the complexity associated with authoring
these presentations?

Research into the first question has provided the background for addressing questions two
and three. This paper highlights the main features of a solution to the problems posed by
questions two and three. For a detailed description see (Kirsch, 1992).

Background

Diagrams are composite images which are comprised of components and composite
images. Benin (1983) argues that comprehending diagrams occurs in a part to whole manner.
Comprehension of the components is prerequisite to understanding a composite image which those
components make up. For example, knowing what the schema diagram components

STATES NAME an d DID

each represent is prerequisite to understanding the composite image

NAME
ISTATES (STRI NC.)

Bertin also suggests that there are three successive levels in the development of graphical
comprehension, and that there are progressive stages within each level. Paivio (1986), Edwards
(1979), and Saint-Martin (1989) suggest that visual literacy is a right-brain, and fundamentally
nonverbal process. Elaboration Theory of Instruction (Reigeluth, 1980) correlates with Bertin's
curricular suggestions, and adds that each level of presentation should be introduced and reviewed.
A confluence of these influences 1) provides a theoretical, rather than ad hoc, framework for
presentation design, and 2) results in the presentation design requirements appearing in Figure 2.
These requirements have directed the design of the system described in the remainder of this paper.

2
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Three Presentation Levels

Elementary -- simple composite images
Intermediate -- composite images with groups of components
Advanced -- whole composite images

For each level, proceed according to the following five steps

1) Introduce the level of presentation

2) Present prerequisite components which appear in the composite images of step 3

For each component

a) Identify the component in general

i) show a general picture
ii) play descriptive audio(s)

b) show example(s)

3) Present composite images appropriate to this level

For each composite image

a) Identify the composite image in general

i) show a general picture
ii) play descriptive audio(s)

b) show example(s)

4) Review the composite images in terms of the current level

For each composite image presented in step 3. show an animated-walk through which
highlights concepts from the curfent level

5) Review in terms of prior levels

For each composite image presented in step 3, show an animated-walk through that
highlights concepts on the current and prior levels

Figure 2. Presentation Design Requirements.
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The System

program diagram
construction
processes

( PHASE-ONE TRANSLATOR

program diagram

Prog am
program diagram revision

Reviser

(PHASE-TWO TRANSLATOD

IHyperTalkm or OpenScript TM program

USER

Figure 3. The Complete System.

The presentation design requirements in Figure 2 were used to design the system shown
in Figure 3. This system translates a diagram into a rudimentary multimedia presentation on the
graphical notations associated with that diagram. Translation begins with prerequisite translation,
a process which is accomplished by a person, who is referred to as the Graphics Specifier.
Example diagrams are examined to determine components, composite images, and to provide
descriptive annotations that identify them. The components, composite images, and corresponding
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annotations are then sequenced according to the presentation design requirements (Figure 2). The
result is written in a form known as the Graphic Specdication.

The Graphic Specification is input to the Phase-One Translator which automatically pro-
duces a default program diagram. Program diagram construction processes direct this translation
phase. The default program diagram is an internal representation of the presentation which can ei-
ther be executed as is (following Phase-Two translation), or can be revised by a person who is re-
ferred to as the Program Diagram Reviser.

Phase-Two translation converts a program diagram into an executable script in a target
multimedia language, e g., in HyperTalkTm or OpenScriptml. When the script is executed, a mdi-
mentary multimedia tutorial is presented to the user. After witnessing this presentation, the user
may select portions for review.

Walk-Through

As a very simple illustration, the systematic translation of a diagram into a presentation
might begin with the Graphics Specifier examining at the following example diagram

STATE SONG NAME

ISONGS 11111 STATES 1----0.-(721176)

to come up with a) PICTURE values, which are vector graphic objects that generalize the
components and composite images appearing in the example, and b) ANNOTATIONS, which are
the general textual descriptions typically used when speaking about these items. Resulting values
are entered into Component and Composite Image Tables at the appropriate level, which in this
case is elementary, or level one.

LEVEL PIC11JRE ANNOTATION

I

1

1

,

entity class

scalar class

single-valued attribute

<label>

<0;171e1

41 a be l>

Figure 4. Sample component Table

LEVEL PICTURE ANNOTATIONII <label>
1 single-valued scalar attribute<label> Ca7:71)

1 single-valued entity attribute<label> <label>1

1

Figure 5. Sample Composite Image Table

*,

In actual practice, a wide range of examples would be examined by the Graphics Specifier
to generalize all of the typical components, composite images, and descriptive annotations for a
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specific diagram type. These would be entered into the Graphic Specification according to
increasing level of sophistication (Figure 2).

Continuing with the example, the Phase-One Translator uses the values and sequencing
provided by the portion of the Graphic Specification in Figure 4 to produce the program diagram
snippet in Figure 6. Another portion of the program diagram (not shown) is produced using the
values and sequencing in Figure 5. The details of program diagram form are beyond the scope of
this paper (see Kirsch, 1992).

schema diagram

level-1
prerequisite component(s)

from SCENE 1.1.1-41FElsFE-1-111.1.2 110- to SCENE 1.1.3

identify entity identify
class scalar class

SHOT 1.1.2.1 =Mg
showt show

play "entity class"

end

<label>

play "scalar class"

cnd

1

identify
single-valued

attribute

SHOT 1.1.2.3

<label>
show

play "single-valued attribute"

end

entity class example
scalar class
example

show t<label>I

play "entity class"

pause 2

play "for example"

synchronize

show[STATES]

dialog "SEE
OTHERS Y/N"

end

show

play "scalar class"

pause 2

play "for example"

synchronize

show CTRITZ)

dialog "SEE
OTHERS Y/N"

end

sitigle-valued attribute

example

[SHOT l.1.2.6I flbo" end

, <label>snow_41,,
play "single-valued
attribute"

pause 2

play "for example"

synchronize

NAMEshow _0,
dialog .sEE
OTHERS Y/N"

end

Figure 6. Sample Output from Phase-One Translation.
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The program diagram is a starting point for presentation authoring, or it may be passed
unaltered to the Phase-Two translator. The Phase-Two translator traverses the program diagram,
and as each SIIOT node is visited, the statements found there art) translated into one or more
executable statements in the target multimedia language, e.g., HyperTalkT1.4 or OpcnScriptTM. The
resulting statements are appended to a script, which when executed, provides the rudimentary
multimedia tutorial. To conclude the example, the three components in Figure 4 are identified
(defined in Figure 2, step 2) when the scripted version of the program diagram in Figure 6 is
executed.

Summary

The need for on-line tutorial assistance with understanding diagrams has provided the
motivation for theoretically-based presentation design requirements, and has resulted in the design
of a system to assist in the production of rudimentary multimedia presentations aimed at
diagrammatic literacy. The system design, as outlined in this paper, is complete, and is capable of
producing tutorials for database schema diagrams, and for dataflow diagrams. While the system has
not been implemented, experiments using both HyperCard TM and ToolBookTh', and walk-throughs
of all essential parts, indicate that implementation is feasible. Developing a prototype is the next
step on this project.
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1. Overview

1.1 Multimedia Authoring

The creation and editing of interactive computer-based presentations which combine text, graphics,
audio, and video is called multimedia authoring. Contemporary tools provide both media editing and multi-
media composition as well as more specialized services including database and file access, courseware sup-
port, and extensibility. Such tools make it possible to design sophisticated presentations, but are more
difficult to use than previous menu and text systems for several reasons:

The more powerful authoring environments require greater learning time
The creation and integration of animations, video, and audio is a more elaborate process and is typically
less familiar to authors than text and graphics composition
We have been actively developing and using multimedia authoring tools for a number of years (Koegel,

Rutledge & Heines, 1992). This paper summarizes our observations and experience with two commercial
multimedia authoring packages and provides the following results:

Detailed criteria for evaluating visual programming interfaces for multimedia authoring
Example iconic prowams for comparing different multimedia visual programming tools
General recommendations for improving the design of such systems' user interfaces

Multimedia authoring tools are a significant enabling tool for courseware and other interactive presenta-
tions. However, the development of such materials with the best tools available today requires significant
expertise, equipment, and time. The goal of this paper is to further advance the usability of such tools.

1.2 Synopsis of Authoring Paradigms

There are at least fifty commercial packages for developing computer-based training or interactive pre-
sentations. Many of these provide audio-visual device control for multimedia delivery. The most common
paradigms for multimedia authoring are:

Outline: An outline of the presentation is constructed in a text-based cutlining editor. Each outline entry
can be expanded into a presentation screen which incorporates graphics, text, and interaction.
Visual Programming: A set of icons are arranged in a graph which specifies the interactions and control
path for the presentation. The functionality associated with each icon can be modified using associated
menus and editors. Typically a simple text language is available for performing calculations within an
icon.
Scriptware: Graphics, text, and other media editors are combined with an integrated and special purpose
programming language. Programs (scripts) define the control flow and interaction behavior. The script
language is typically intended to have a simple, easy to use syntax.

2o
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Shu (Shu, 1988) defines visual programming as "the use of meaningful graphic representations in the
process of programming". To us, however, visual programming is closer to Shu's definition of a visual pro-
gramming language: "a language which uses some visual representations to accomplish what would other-
wise. have to he written in a traditional one-dimensional programming language". This definition is still quite
broad, and indeed must be narrowed for clarification in the current context. In this paper, we usc visual pro-
gramming to mean the construction of a graph of interconnected icons which can be interpreted by an execu-
tion engine to perform a series of tasks.

Iconic authoring systems are often mistakenly considered to be object-oriented because some systems
call icons objects, and virtually all object-oriented systems use icons. To clarify matters: an icon is a graphi-
cal representation of a function, while an object is a programming entity made up of a type definition plus
definitions of the operations that can be performed on objects of that type. In addition, object-oriented sys-
tems allow the definition of general properties of a class of objects plus specific properties of subclasses of
that object. For example, in an object-oriented authoring system one might define the general properties of a
user input action and then distinguish the specific properties of mouse, keyboard, and audio input. Thus,
while some iColliC authoring systems are built using object-oriented technology, that is, they arc imple-
mented using an object-oriented language, their appearance to multimedia authors is iconic, not object-ori-
ented. Iconic authoring systems use icons to represent fully contained functions that can be combined in
various ways to create multimedia programs.

2. Review and Comparison

2.1 Package Selection and General Criteria

Aim Tech Icon Author (AimTcch, 1991) and Authorware Professional (Authorware, 1989) are both
widely used and highly-rated commercial multimedia authoring tools. Each is available on multiple plat.
forms and is suitable for developing applications for training or presentations. Both use the visual program-
ming paradigm, but with notable differences. For these reasons, we selected these two packages for study.

Wc are primarily interested in evaluating and improving the user interface of multimedia authoring tools
which employ visual programming techniques. We do not consider many issues that would be important in
selecting one of these packages for actual use, such as integrated tools, performance, platform, or data inter-
change. Instead, we focus on two areas: the semantics of the icon set and the human factors of the iconic
interface.

Icon set semantics concern identifying the meaning of the primitives and constructors defined by the
visual programming language, including individual functionality and compositional methods. Programming
language theory has several systems for developing formal semantics of a programming language. These
techniques are used to develop systematic answers to questions related to functionality and correctness.
Visual languages which closely follow procedural languages, or which can be translated into a procedural
language, will borrow their semantics from the corresponding procedural model. The practical consequence
of semantic analysis is to answer questions such as what presentation and interaction sequences can be rep-
resented by the language, and whether all iconic compositions have a consistent interpretation. Addition-
ally, multimedia authoring tools include methods for temporal composition and synchronization; the
correctness, expressiveness, and precision of these facilities is perhaps a unique aspect of multimedia
authoring languages when compared to traditional programming languages.

In visual programming, the user manipulates a pictorial representation of a sequence of actions to
achieve some larger function. Many factors influence the power and usability of such an interface, including
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the consistency and complexity of the icons, the graph organization, and the numbcr of steps needed to per-
form editing operations. Thc domain of multimedia authoring, because of its visual orientation, adds the
relation between the iconic graph and the visual aspects of the presentation. We are particularly interested in
the relationship between the graph construction and editing activity and thc multimedia authoring process,

Table 1: Functionality and Representation Power

Measure Icon Author Authorware

Icon Set Size Large Small

Icon Sct Functions Mixture of primitives and composition
icons

Multi-function control icons

Icon Set Semantics HLL-like; flow-chart Special

Icon Set
Extensibility

Extensible Not extensible

Hierarchy and abstrac-
tion

Discretionary; Multiple techniques;
composite, subroutine, module

Forced: non-scrollable windows;
inability to expand interaction icons
vertically; map icon

Family Style Flow Chart Special

Semantics of
Composition

Follows High-Level Language I. Loop in Interaction Icon
2. Composition of Sequencer and
Interaction

Relationship of pre-
sentation structure to
graph structure

Low structural relation Low structural relation

2.2 Icon Author

Icon Author provides a visual programming editor in which the control icons closely correspond to typi-
cal programming language functions such as loop, if-then, and subroutine. The icons are single function,
with several composition icons provided to build reusable collections of icons. Each icon's function is
accessed through an associated content editor. The content editor for every icon has the same appearance,
making it easy to use. There is a drag-and-drop window which contains the current graph; several graphs can
bc opened simultanco,,sly. Editing functions are available through a set of pull-down menus; an icon ribbon
provides quick access to frequently used functions. A set of integrated tools is included for text, graphics,
animation, image editing, and video control. These tools arc invocable from either thc associated icon or the
pull-down menus.

2.2.1 Function and Semantics

The icons are single function, with several composition icons provided to build reusable collections of
icons. These are grouped in the following families:

Flow: branches, if-then, loop, menu, module
Input: keyboard input, mouse input
Output: audio, structured graphics, erasure, graphics attributes
Data: database and file access, system variables, built-in math and suing functions
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Multimedia: audio, video card, video player
Extensions: DDE and DDL interfaces, subroutine, a help facility, RS-232 control
Custom: user-defined icons

Table 2: Human Factors of Visual Language

Item Icon Author Authorware

Visual Consistency High Very high

Visual complexity and
inspectability

Because icons are more primitive in
function, complex grphs can result,
This can be alleviated by use of mod-
ul 's and composites

Low for individual windows, but can be
high for deeply nested maps

Graph size and relation to
presentation function

If composites are used, graph size can
be kept low

Average; many standard functions can be
programmed using maps nested to only 1
or 2 le els

Use of color Color used for icons and background;
some customization available

Color not used in graph construction

Text Labeling Label icons Label graph

Number of interaction
steps needed to create
something

Slightly high, because indirect access
to smart text and graphics editors
through icon content editors

Average, many choices provided in easy-
to-use dialog boxes, especially for the
interaction icon

Number of interaction
steps needed to modify
something

Slightly high, because of indirect
access to certain editors

Average, with some types of interactions
difficult to conceptualize, but we see this as
a standard visual program problen-, not a
unique characteristic of Authorware

Debugging, in particular
how debugging opera-
tions such as trace and
breakpoint are integrated
with the interface

Difficult to fmd currently executing
icon; can selectively enable and dis-
able icons and groups of icons

Good ability to jump to the icon control-
ling the current display, but no single step
capability; excellent facility to insert stop
and stop "flags" to control partial execu-
tion, but only one pair of flags can be
inserted for any one run; can't skip over or
disable icons

Support for authoring pro-
cess

Various icons for hierarchical design,
and some predefined composite icons

Good, uses "models" as program templates
for standard operations, also has ability to
insert empty map icons as "placeholders"
that will be completed later

2.2.2 Human Factors

There arc a large number of icons, but because the icons are primitive in function, they arc easy to learn.
The tool does not enforce any specific programming discipline, so it is quite possible for an author to create
Lanplex unstructured graphs. Because the icons are primitive in function, graphs tend to be large and hard to
inspect. Although the tool provides techniques for managing the size of the graph, the author must still think
at a relatively low-level of icon function during editing.

The graph area can be scaled, making it easier to navigate large graphs. Groups of icrmis can also be col-
lapsed or expanded a3 desired, helping to control graph complexity. The icon ribbon makes a number of fre-
quently used operations quite accessible. Icon Author provides an extensive on-line help facility.

23 Authorware

Authorware is a visual programming system for Windows and Macintosh systems. It is based on PCD3,
a project originally undertaken at Control Data Corporation. Authorware uses a flowchart visual program-
ming paradigm. The author drags icons from an icon palette onto, a flow line to specify the flow of control
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through the program. Each icon has a number of parameters that are set through dialog boxes, to which the
author gains access by double clicking the icon. A distinctive feature is the low number (seven) and apparent
simplicity of its icons, although this simplicity can be deceptive due to the large number of options provided
through dialog boxes. Authorware supports standard multimedia extensions, smoothly integrating them into
the visual programming system.

While Authorware provides a wide array of facilities, it is difficult to extend. The attractiveness of this
system is in its high degree of attention to human factors and the consequent elegance of its implementation.
It is easy to learn and a pleasure to use. Its main drawback is one shared by all visual programming systems:
when programs become complex, the difficulty in managing the icon network increases geometrically.

2.3.1 Function and Semantics

Authorware is based on a procedural model. Its seven icons are: display, erase, wait, calc, interaction,
decision, and map. Of these, the interaction and decision icons are the most misleading, as they provide a
huge amount of functionality through extensive use of options specified in dialog boxes. In addition, these
two icons provide icon sequences that tie together combinations of the other five icons in a structured man-
ner. For example, the interaction icon can be used to accept mouse or keyboard input, analyze click loca-
tibns, strings, and numbers, and provide conditional feedback for any number of alternatives. The decision
icon can be used to control program flow in a simple if/then manner or through timed or numbered itera-
tions.

The calc icon is also deceptive. It can indeed be used to set and retrieve values of variables and perfon..
computations, but it also acts as the interface to other programs via DDE and DDL. We have seen some
Authorware programs that are up to 30% caic icons, which somewhat defeats the purpose of the visual pro-
gramming paradigm. The syntax of statements in calc icons is C-like, but unfortunately only 424 characters
are allowed, making it difficult to write substantial routines.

Authonvare contains a number of sophisticated options on icon functionality that can be difficult for the
new user to grasp. For example, calculations can be "attached" to other icons without the need for calc
icons. The functionality of an interaction icon includes a required display, which can be annoying when one
wants to enter began an interaction sequence without changing the current display. The order in which inter-
action tests are performed is critical, and can cause interesting problems in some complex interaction
sequences.

All in all, these semantic difficulties are not difficult to master; they just take time. To a p:ogrammer
used to straightforward textual function calls, however, the specification of visual algorithms can be tedious.
We believe this to be a characteristic of all production visual languages, and one that needs to be addressed
through additional study.

2.3.2 Human Factors

Authorware is particularly strong in the area of human factors. With only seven icons, the system has a
distinctly "approachable" feel, especially to novice users. It is an easy system to try things out in, as undos
are trivial. The system has an exceptional degree of consistency and is very smoothly integrated with its
underlying window system (either Windows or the Macintosh). The system designers have taken particular
care to address novice computer users with such characteristics as allowing spaces in variables names. The
main problems we see in Authonvare are:

It forces a strict hierarchical structure (only one icon is allowed below interaction choices, although this
icon may be a map icon)

.3112
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Windows cannot be scrolled vertically and are therefore limited to a maximum of about nine icons along
the main flow line (although any of these may be map icons which may be nested to any depth)
caic fields only allow 424 characters and the grammar of If statements allows only one statement in the
then and else clauses
maps are not true subroutines (each time a map is inserted, a copy of the code is inserted; therefore,
changing a visual algorithm that is used repeatedly may require that change to be made in many places)
No on-line help facility

2.4 Summary

Tables 1 and 2 summarizes the comparison of these two tools for the categories of Functionality and
Human Factors.

3. Benchmarks

In this section we present one example benchmark for evaluating different multimedia authoring tools.
Benchmarks that we have used to compare tools include:

Sequential presentation
Menu-based presentation
Animated model
Interactive hypertext and hypermedia

3.1 Graph Structure for a Sequentid
Presentation: Authorware Professional

The example is a simple program to present
slides and provide the ability to move forward and
backward through the slides or quite at any time. The
Authorware structure of such a program for 3 slides is
shown in Figure 1. The slide content is placed in the
Interaction icons (the arrow-like icons labelled with
question marks in the figure). The first interaction,
labelled "Quit setup," sets up a permanent Quit but-
ton, which appears on all slides and which, when
pressed, exits the slide presentation.

The Interaction icon labelled "first" (and high-
lighted in the figure) contains one push button
labelled Next. When this button is pushed, control
passes to the map icon directly under the "first" label,
after which it exits the firs,. interaction and enters the
next one. In this case, the map icon is empty. (You
need to have something for the interaction icon to do,
and an empty map icon fills this syntactic need.)

The icon labelled "middle" has two push buttons,
labelled Previous and Next, respectively. The one
labelled Next has an empty map icon and works just
like that in the previous interaction. The one labelled
Previous, however, has to explicitly jump to the previ-
ous icon, so a calc icon (the one labelled with an =
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sign) is used containing the statement
GoTo(lcon1D@Iirsr)

This syntax is a bit cumbersomeand certainly not visualespecially since the name of the icon to
branch to must be a string constant and cannot be a variable. However, Authorware is does update icon
names embedded in calc icons if you happen to change the name of the irrm. When we cut and paste icons to
enlarge the slide show, however, we must open the Gift icon and explicitly change the name of the previous
interaction icon to go to. We don't have to do this for the Next buuon, because its map icon is simply a place
holder and the built-in interaction icon functionality automatically goes to the next icon when the interaction
exits.

3.7 Graph Structure for Sequential Presentation: Icon Author

The sequential presentation in Icon Author (Figure 2) relies upon an index variable to specify the screen
to display. In the graph shown in Figure 2, successive screens are numbered 1, 2, 3, ...; at any point in the
presentation, a branch forward is performed by incrementing the index variable and a branch backwards is
performed by decrementing the index variable. Each screen has an equivalent sub-graph structure, as shown
for the first screen, where the graph has been expanded. After the screen contents are presented, two choices
are activated. Whichever choice is selected leads to the index variable being updated and control returns to
the outer-most loop. For presentations with many slides, the branch lists should be broken into segments to
facilitate insertion and deletion.

The mechanism for branching is awkward because it relies upon numeric labeling. Insertion and dele-
tion of screens requires re-editing of indices. Some type of symbolic branching support would be a signifi-
cant improvement.

FIGURE 2. Sequential presentation in AimTech IconAuthor
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4. Summary

The visual programming paradigm presents a number of fascinating human factors problems, but none
of these seems strcmg enough to stem the tide of interest in this appealing technique. We believe that the best
visual programming systems will be those that allow a high degree of user customization to address these
problems, such as defining one's own composite buirding blocks with their own icons. In addition, these sys-
tems must allow users to break out to standard computer languages when textual approaches are more effi-
cient. Visual programming has great promise for multimedia authoring, but we do not want to be locked into
using this paradigm when others are more efficient.
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Next generation computer and communications teclmology for instructional environments is expected
to accelerate progress in distributed and collaborative learning and interactive multimedia courseware. Vari-
ous industry and international standards groups are currently creating specifications which will define a
framework for how this technology will be structured. These standards encompass distributed object facili-
ties, hypermedia document architectures, multimedia interchange, scripting languages, media formats, appli-
cation toolkits, and multimedia networking. In this paper we review these developments, focusing on the
overall framework and architecture that will result and its potential impact on delivery of instruction and
educational services.

1. The Media-Enabled Classroom and the Media-Oriented Student

The technology for low-cost multimedia systems is intersecting with the next generation products and
services of the computer, telecommunications, and consumer entertainment industries. The direct impact on
education includes richer instructional materials (Apple, 1991), more powerful presentation tools (Koegel &
Heines, 1993), and access to geographically distributed educational services and databases. Tin indirect
effects will also be considerable, including a student population which is nIt only media-conversant but is
media-oriented due to daily use of interactive television, videophones, sophisticated video games, and hand-
held personal organizers.

The challenge for educators involves both mastering these new technologies and tools and creating a
classroom where students are not primarily tool-users and presentation viewers but are creators, gatherers
and organizers of multimedia materials. The challenge for technologists will be to provide a foundation for
educators and others on which to build new content and application services. Various multimedia standards
currently being developed will be a significant part of this foundation.

While multimedia technology has been appropriated by the classroom for some time, current practice is
typically confined to the stand-alone multimedia computer. With digital technology, distributed multimedia
computing will become the status quo, bringing with it:

The ability to easily store and access on-line audio, pictures, and video from any point on the network
Computer-mediated collaboration using shared applications and desktop video conferencing
Computer-based telephony, i.e., the integrafion of computer communication tools with the on-site
PBX and the public switched network
Powerful mobile computing devices, which connect to the distributed computing environment
through mobile LAN and/or cellular telecommunications and which work as personal organizers,
locators, and entertainment controls

Even for environments which are accustomed to LAN-based distributed computing, the large scale of
communications will be a new dimension. Possible educational uses include:

Collaboration between students working at home
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Classroom-based field trips to museums, industries, and sites around the world
Interaction with special education facilities at other schools or universities

Computer applications will be more accessible to all age groups since multimedia interfaces reduce the
barrier to entry for information access by replacing menus and text with visuals and speech. Further, multi-
media technology can be expected to enhance a number of other trends in educational computing, including:

Intelligent tutoring systems (Parkes & Self, 1990)

Inspectible environments (diSessa, 1986)
Distance learning (Friedman & Jurkat, 1992)
Electronic books (Backer, 1985)

Large-scale hypermedia systems (van Dam, 1987)
In the remainder of the paper we summarize the current directions in distributed multimedia computing

and communications, focusing on specifying an overall framework from which the various services can be
viewed.

2. Frameworks for Viewing the Evolution of Multimedia Technology

2.1 Multimedia Communications

During the past decade, the telecommunications industry has developed a roadrnap for the evolution of
digital switched communication services based on ISDN (Roca, 1985). ISDN standardizes both connection
interfaces and transmission protocols. Consequently ISDN interfaces can be provided by both computer sys-
tems and private branch exchangeg (PBXs). The goal of ISDN is to provide distributed digital communica-
tion services in a location-independent manner. To achieve this, the signaling protocol of ISDN permits
PBXs, the public switched network, and other ISDN-compatible equipment to work as a unit. As a result, the
local PBX and computer network can be switching and service nodes in the ISDN network.

In addition to ISDN, several other technology trends are enabling the convergence of desktop comput-
ing and traditional communications services. First, in many companies personal computers and workstations
are found on most desks because of the need for even non-computer users to communicate via electronic
mail. Second, digital audio hardware is now affordable and is beginning to be a part of the standard configu-
ration of desktop computers. Third, there are now a variety of products that permit companies to configure
PBXs using third-party boards and standard computers so that the PBX can be more easily integrated with
the computer network.

There are a number of practical reasons for the merger of computer and telephony communications. The
current practice of separate systems for voice and data communications causes disjoint information. For
example, voice mail can not be easily archived and accessed with related electronic mail. The practice of
accessing communication services via touch-tone keypads is much more tedious and time consuming than
access via computer-based user interfaces. Further, related time management, meeting management, and
groupware software applications are computer-based and could be much more useful when integrated with
voice communications.

A recent CCITT standard for video telephony on ISDN networks (Liou, 1990) known as H.261 or p"64
is one of the first steps towards digital multimedia communications. H.261 defines a scalable compressed
digital video encoding at two different resolutions which can operate over the entire range of ISDN (multi-
ples of 64 kbps up to about 1.5 Mbps). The video colapression algorithm is similar to that used by ISO
MPEG (Le Gall, 1991), but the audio encoding for H.261 (CCITT G.711) is different than that defined by
MPEG. Nevertheless it appears likely that H.261 will be used for video conferencing in both ISDN and com-
puter networks.

The need for higher quality video transmission for full-motion video applications and the availability of
high-bandwidth fiber optic telecommunications are leading to a successor of ISDN known as broadband
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ISDN (B-ISDN). B-ISDN is still in development, but will likely use a high-speed switching technology
known as asynchronous transfer mode (ATM) that provides two orders of magnitude faster switching speed
than ISDN (Natarajan & Slawsky, 1992). ATM is the basis for the forthcoming metropolitan area network
(MAN) standard and future ATM computer interfaces are being planned by a number ofcomputer worksta-
tion vendors.

The emergence of mobile communication technologies is the final point of intersection with telecom-
munications services. Portable computers are now available with cellular telephone interfaces, permitting
remote access to computer networks. Additionally, a number of new handheld computing devices called per-
sonal digital assistants (PDAs) will have network interfaces so that users can access services through work-
stations on LANs. Currently the bandwidths for such connections are limited and the devices are restricted
in terms of computational performance because of siy.e considerations. These end-points will most likely be
the final stage in the distribution of multimedia coml. iimications.

The growing connectivity (Figure 1) between computer and public switched networks will make greater
integration of function possible. For the computer user, workstation telephony will provide real-time video
conferencing, call forwarding, and directory services. These functions will be integrated with software appli-
cations such as personal and group calendars, meeting schedulers, and personnel locators. Additionally
video conferencing and application sharing between groups of users will be combined to provide multimedia
confetencing. As mobile computing and communication matures, multimedia conferencing will be possible
on a global scale.

CELLULAR
LAPTOPS

CELLULAR
PHONE
SYSTEM

DIGITAL
PBX

PUBLIC
SWITCHED
NETWORK

40
WIRELESS

LAN

DIGITAL
PBX

WIRELESS
LAN

ISDN / B-ISDN

FIGURE 1. Intersection of telephony with computer communications will involve both ISDN and
B-ISDN standards as well as new technologies for mobile computing
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2.2 Multimedia Computing

Multimedia computing is migrating from a standalone model to a distributed model. Additionally, ven-
dors are working together in industry trade groups such as the Interactive Multimedia Association (IMA,
1992) and international standards bodies to define a common framework and services for multimedia appli-
cations. Many in the industry realize that standard formats and application programmer interfaces will accel-

erate the acceptance of multimedia technology. Figure 2 shows a layered framework for these services.

illORIPTWAFIE

TOOLKITS
GUI
Media/Device Control
Interchange
Object Access

MEDIA SERVICES
Distr. Object Mgr.
Device Server
Connection Server
Window Server
Hypermedia Engine

IMAGE

INTERCHANGE
111

DOMF

FIGURE 2. Multimedia Services Framework

A scripting language is a special purpose programming language used by application developers and
end users to create multimedia materials. Such languages provide more sophisticated control capabilities
than other authoring techniques, and are designed to be easier to use than conventional programming lan-

guages. Currently each multimedia authoring product defines its own scripting language, making it difficult
for multimedia materials to be interchanged. Several proposals to define a standard scripting language are
underway (Table 1) (IMA, 1992). These languages are likely to be object-oriented and allow access to vari-

ous services normally provided to application developers through toolkits.
The services provided by applications toolkits will be significantly extended to support multimedia

applications development (Koegel, Keskin & Rutledge, 1992). New functionality will include temporal
composition and synchronization, image processing (Butler & Krolak, 1991), device control (IM.A., 1992),

and multimedia interchange (Koegel, 1992). A number of proposals for multimedia interchange formats are
being developed (Table 1). These formats permit multimedia presentations to be exchanged between differ-

ent platforms and applications. Additionally, toolkits will provide applications with access to the services of
other applications (Figure 3) using a distributed object management facility (DOMF).

DOMF is object-oriented mechanism by which applications export functionality and data for use by
other applications. The OMG standard for DOMF (Object Management Group, 1991) permits all participat-
ing applications to access available services in a network-transparent manner. The user will be able to build
dynamic documents which reference data in any of a variety of applications, from multimedia authoring
tools to spreadsheets to databases. This is an extension to the hypertext concept known as hyperapplication.

Below the toolkit layer are a set of media and system services that the toolkits access. The device server
provides an abstract device control model for multimedia peripherals such as codecs, laser disc players, spe-
cial effects equipment, and synthesizers. The connection server manages connections for desktopvideo con-
ferencing. The hypermedia engine interprets hyperlink references and resolves object addresses in

hypermedia documents. Several standards efforts address these services (Table I). In particular, the Hy Time
standard defines a structuring language for hypermedia docume*f(ISO 1992, Newcomb 1991) based upon



the ISO SGML text document model. A Hy Time engine provides generic hypermedia services to a variety
of multimedia applications (Table 2) (Koegel, Rutledge & Keskin 1993).

,7777-,
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Watson Repository

Repository
inviamentation

FIGURE 3. The OMG model for a distributed object-oriented application environment provides
network transparent object locating and invocation. The client requests a service by contacting the
local object request broker (ORB). The ORB locates the service on behalf of the client and then
invokes the appropriate method using the implementation repository.

Finally, a number of multimedia formats have been standardized to provide the basic building blocks of
multimedia information storage and delivery. These include the ISO digital video compression standard
MPEG (Le Gall, 1991) and the ISO still image compression standard JPEG (Wallace, 1991).

TABLE I. Multimedia standards can be viewed as layers in an overall framework (rows) or by
source (columns)
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For the educator, these developments will lead to more powerful authoring tools and a growing set of
multimedia resources. Multimedia materials will be easily exchanged and re-used in a variety of applica-
tions. Multimedia authoring tools will take advantage of a distributed collection of application services and
new toolkit facilities to provide powerful interactive multimedia interfaces.

Table 2: HyTime engine facilities vs. application/presentation facilities (Koegel, Rutledge, Rutledge
& Keskin, 1993)

Sample HyTIme Engine Functions
Sample Application/Presentation

Functions

Hyperlink resolution User input processing

Object addressing DTD element interpretation

Parsing of measures and schedules Presentation scheduling

Schedule and dimension transformation Media rendering

23 Consumer Devices

The home market is potentially the largest near-term market for multimedia, with applications like
video-on-demand, home-shopping, and video games. So far the technology has been developed with a nota-
ble lack of standards, creating fragmentation. For example, all the home multimedia systems have incompat-
ible operating systems and compact disk formats (Table 2). These systems have the potential to impact
educational computing in two ways. First, a growing number of educational titles are being offered for use
on these consumer devices, making them valuable reference materials for the library orclassroom. Second,
any non-standard formats that reach a significant volume will probably be supported by the computer indus-

trY.

Table 3: Representative consumer devices that connect to the home
television for multimedia presentation

Vendor Operating System CD Format

Philips CD-I 0S9 CD-I

Commodore CD TV Amiga Dos CD TV

Tandy VIS Modular Windows CD-ROM

Kodak Photo CD proprietary Photo CD

3. Competing Trends

The frameworks presented in the previous section have several points of potential intersection. A per-
spective on this overlap and its potential resolution can be obtained by looking at the competing trends
occurring in the convergence of these industries. These competing trends include:
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Fiber-based CATV vs. B-ISDN: The cable television industry is moving from an analog video distribu-
tion system towards optical fiber-based digital video to provide more channels and support for interactive
servicls. The telephone industry is moving from a switched analog audio telephony network to a
switched digital video telephony network. The CATV network is non-switched and tree-structured, the
broadcast station being the root. ISDN and B-ISDN are digital switched networks that support N-way
connections.

Local vs. Distributed Content: High-density compact disk storage is available at a low-cost and can be
accessed from both computers and consumer devices. These disks are suitable for static information dis-
tribution and can satisfy the requirements for multimedia information delivery. With the emergence of
high-speed networks, it will be possible to access geographically remote libraries of multimedia informa-
tion. Information providers will have the choice of distributing via compact disks or electronic access.

Local vs. Distributed Services: New mobile computing devices (PDAs) will be used as personal orga-
nizers, managing phone lists, schedules, notes, and communications. With the intersection of telephony
and desktop computing, personal management application software will be integrated with communica-
tion interfaces. Consequently mobile computer users will be able to choose between resident application
software and access to remote services.

Home Computers vs. Interaclive TV Devices: Interactive entertainment devices are powerful dedi-
cated computers with easy-to-use interfaces. Devices such as Commodore CD TV or Tandy VIS may
potentially be used to run general purpose applications software written for associated personal computer
product. Next generation multimedia computers will provide overlapping functionality with the interac-
tive consumer devices.

4. Summary

There are significant technical, regulatory, and market issues facing the arrival of integrated multimedia
environments, but the frameworks for multimedia computing and multimedia communications are well
understood. The process by which these systems arc realized will be incremental, and various multimedia
computing and communications standards will play an important role in the pace of market growth because
of the importance of interchangeability to multimedia information use. There are a number of competing
trends which are yet to be resolved. However, the two major functions enabled by multimedia systems are
unambiguous: richer information processing and delivery and video-based real-time group collaboration.

Technology which is already in the home and used by students will inevitably end up in the educational
process. Consequently educational multimedia computing will involve technology from both the consumer
entertainment and computer areas. Educators will face challenges such as mastering the multimedia capture
and production techniques, working with incompatible media formats, and obtaining copyrighted source
materials. Perhaps more significant is the goal is to enable students to be media purveyors as opposed to
media viewers.
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The Point and Query Interface: Exploring Knowledge by Asking Questions
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There arc substarnial educational benefits in acquiring good question asking strategies.
The learner improves comprehension and memory (Kin,i 1989a, 1989b, 1991; Palinscar &
Brown, 1984), achieves more self-regulated, active learning s'r;tegies (Collins, 1985; King,
1989a; Pressley et al., 1990), and accommodates transfer (King, 1991). Given such evidence, it
would be beneficial to develop a pedagogical tool that enables students to ask good questions.

Research has shown that students are typically poor questioners; they ask very few
questions in the classroom (Dillon, 1988; Graesser, Person, & Huber, 1992; van der Meij, 1988)

and in individual tutoring settings (Graesser, Person, & Huber, 1992). However, it has also been
demonstrated that once students have learned how and when to ask the right questions, there is a
robust increase in both question frequency and sophistication (King, 1989; Palinscar & Brown,
1984). The only complication is that it takes many hours of explicit instruction to adequately train
students in good question asking skills (King, 1989a, 1989b, 1991). The ideal tool would expose
students to good questioning strategies and enable them to irnplicidy acquire and then apply these
strategies.

The Point and Query Interface

We have developed a Point and Query (P&Q) Interface that facilitates question asking
(Graesser, Langston, & Lang, 1991; Graesser, Langston, & Daggett, in press; Langston &
Graesser, 1992). The P&Q interface is embedded in a hypertext environment and grounded in a
psychological model of human question answering called QUEST (Graesser & Franklin, 1990;
Graesser, Gordon, & Brainerd, 1992). Thro'. -It use of the P&Q interface, students are exposed to

different types of knowledge structures, ar Dod questions associated with each structure. Long
term integration of the P&Q interface into more traditional educational settings would allow
students to apply learning goals developed in the classroom to their exploration of the knowledge
contained in the P&Q system. Subsequently, they may apply the questioning strategies acquired
during their exploration of the P&Q system to their interactions in the classroom.

The P&Q system differs from current computer based learning tools in several important
ways, which are briefly summarized below. First, it is extremely easy for the student to ask a
question. The student may ask a question through two clicks of a mouse button: first, to select an
element from the screen about which to ask a question, and then the question to ask. This
procedure takes about two seconds, as opposed to an average time of several minutes required to
formulate a query in systems using a structured query languages, natural language interfaces, the
Texas Instruments Menu Driven Natural Language Interface (Tennant, 1987), and RABBITT's
"retrieval by reformulation" (Williams, 1984).

Second, it is extremely easy for the student to learn the use of the P&Q system. The
average time to acquire navigation skills with the P&Q Interface is approximately 5 minutes..
Training on other systems may require several hours. Third, the student has direct feedback
regarding which questions are valid. When a student selects an element from the screen, the
system responds with a list of questions relevant to that element, based on the QUEST model
(Graesser & Franklin, 1990). In other interfaces, there is either limited feedback after the
improper formulation of a question, or no feedback at all. Fourth, the student learns which
questions are good questions. The questions presented in the menu are contingent on the type of
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knowledge structure associated with the chosen element, (e.g., goal/plan hierarchy, causal
network, taxonomic hierarchy, or sensory/spatial information). The student will implicitly acquire
knowledge about the relationships between knowledge structures and question types through
extended use of the system. Fifth, the system is solidly grounded in a psychological model of
question asking. Unlike other query systems, the P&Q system adapted a psychological model of
human question answering as a guide for formulating answers to questions (Graesser & Franklin,
1990; Graesser, Gordon, & Brainerd, 1.991). Sixth, the knowledge base is organized around
questions and their answers. Schank (1986) discussed some of the advantages of organizing and
indexing knowledge around questions, and there is some evidence that a "question plus answer"
encoding format is particularly persistent memory, with slow forgetting rates (Pressley et al.,
1988). Seventh, the P&Q system facilitates curiosity, active learning, and goal-driven learning.
As will be discussed later, we have corducted several experiments to examine the feasibility of the
P&Q Interface as an effective navigational system and pedagogical tool. We found that students
asked approximately 127 questions pek 'ilour, 7 times the rate of question asking per student during
normal tutoring and 800 times the vate of question asking per student in a classroom setting
(Graesser, Person, & Huber, 1992). We also found a robust effect for learning goals on the types
of quesfions asked, and therefore on navigational strategies. This suggests that the P&Q system is
particularly applicable to goal-driven knowledge acquisition. Finally, the P&Q system contains a
high concentration of relational links. This type of linking scheme is thought by some hypertext
experts to be the essence of such a system, because of its relevance to performance and flexibility
(Conklin, 1987).

Navigation using the P&Q Interface

The navigational approach taken in the P&Q system is a unique twist on the more typical
means of navigation available to the user of a hypertext. The P&Q system allows each screen
element, or node, to be connected to multiple links within the hypertext though the availability of
multiple questions. In a typical session with the interface, the student s:-.-'ects an element he or she
would like to know more about by pointing to it with the mouse and clicking the mouse button.
The system responds by displaying a list of questions relevant to the chosen element, at which
point the student may choose which question he or she would like to ask about the element. The
system then presents the student with the answer to his or her element/question pair.

This navigational technique offers another advantage over standard educational
hypertexts, which we term internodal coherence. Hypertext systems lend themselves easily to
navigation through large, ill-defined knowledge domains, such as those described by Spiro and
Jehng (1990). In such a domain coherence would be even more relevant than in closed, well-
defined domains. However, the student is typically forced to infer the internodal coherence the
author intended, because the student does not know what kind of information will be supplied
when he/she activates a link. If the system supplies a choice of links at any one node, the link may
not be explicit enough to convey to the student exactly what type of information the next node
contains, in relation to the student's goals. The P&Q system of element choice/question selection
over...omes this problem. By allowing the student to quickly formulate a question through a
simple, two-step process, the student develops a coherent link between the next screen of
information and the current screen. Until now the only systems capable of offering such
intemodal coherence have been slow and cumbersome to use. In addition, by supplying guestions
as the link determiners, the system can present the student with choices that closely match his/her
formulated goals. The student also benefits from the psychological implications of knowledge
organization around questions, as stated earlier.
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Knowledge Organization in the P&Q Interface

The P&Q system presented in this paper is based on the semantic field of woodwind
instruments. The knowledge is organized according to principles outlined by the QUEST model
(Graesser & Franklin, 1990). The domain of woodwind instruments was chosen because of its ill-
defined boundaries, and because it contains multiple levels of knowledge, each level having a
tractable set of questions (see Table 1 below).

Ouestions associated with types of knowledge

Question
What does X mean?
What are the properties of X?
What are the types of X?
What does X look like?
What does X sound like?
How does a person use/play X?
How does X affect sound?
How can a person create X?
What causes X?
What are convluences of X?

Theoretical
_Question Category
Definition
Feature specification
Concept completion
Feature specification
Feature specification
Instrumental/procedural
Causal consequence
Causal antecedent
Causal antecedent
Causal consequence
Table 1.

type of knowledge
Taxonomic hierarchy
Taxonomic hierarchy
Taxonomic hierarchy
Spatial composition
Sensory information
Procedural knowledge
Causal
Causal
Causal
Causal

The organization of knowledge in the P&Q system reflects not only a design issue, but
also a push towards a more systematic, theory-based organization of hypertexts (Schank, 1986;
Spiro et al., 1988; Spiro & Jehng, 1990). In contrast with Spiro and Jehng (1990), we believe that
such hypertexts are a useful pedagogical tool for both the novice and the advanced learner. In
addition, we feel that a well-organized hypertext coupled with the proper navigational tools can
greatly facilitate the transition between the novice and expert levels of knowledge.

This paper presents two studies that investigate the feasibility of the P&Q interface as
both a navigational system and a pedagogical tool. The first experiment investigated the
correlation between the questions specified by the QUEST theory (see Table 1) and the questions
freely generated by subjects presented with the same information. The hypothesis in this
preliminary study was that there would be a substantial overlap between the questions used in the
interface and questions students would normally generate given the same material. The second
experiment examined the exploration patterns of subjects given various goals. We predicted that
the learning goals of the subjects would have a substantial impact on the types of questions
subjects asked over time, and therefore their exploration patterns. We also expected to observe a
canonical ordering of knowledge exploration (see Dillon, 1984), where students would move from
superficial knowledge to more task-specific or causal knowledge over time.

Experiment 1

This experiment examined the relationship between the questions contained in the P&Q
interface (see Table 1), and the questions subjects freely generated when presented with
information extracted from the interface. We expected to observe a strong overlap between the
two sets of questions.
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Method
Subjects

The subjects were 20 undergraduate students at Memphis State University who
participated to fulfill a psychology course requirement.

Materials
The materials consisted a questionnaire to assess prior knowledge of musical instruments

and two sets of packets. Each set contained 15 pages each of informational screens randomly
extracted verbatim from the P&Q system. Both packets contained information from all knowledge
types. In addition, each packet type contained two pages illustrating the two root nodes in the
system: the woodwind taxonomy and a causal air flow diagram. There was a random ordering of
information within each packet, and the information was identical within each set of packets.

Procedure
The subjects were screened to assess their prior knowledge about musical instruments,

and were categorized as either novices or experts. Experts were rated as having moderate to high
knowledge on a 6-point scale and also played musical instrument. Novices were rated as having
low knowledge on a 6-point scale and did not play a musical instrument. All subjects in this study
were categorized as novices.

Subjects were randomly assigned to one of two experimental groups. Subjects in either
group received one of the two packets according to group assignment. The subjects were
instructed that the packets contained information about woodwind instruments, and that they were
to treat the information as material to be learned. They were then instructed that they would have
exactly 2.5 minutes to write down as many questions as they could generate about the information
presented on a given page. At the end of the 2.5 minutes, the experimenter instructed them to turn
the page and repeat the procedure for the new page of information.

Results

The questions generated by each student were categorized according to how well they
mapped onto the questions presented in Table I. Any question not immediately categorizable by
the question types in Table I was categorized as type 'other', and not counted as a match.

The mean number of questions generated between groups was 362.5, with a mean of 222
categorizable questions generated. Therefore, 61.2% of the questions generated by the subjects
were accounted for by the questions currently contained in the P&Q system. Most of the
remaining questions were of the form "How does X relate to Y". This is a question type that the
P&Q system cannot currently handle explicitly. However, the relationship could be inferred
through multiple use of existing question types, such as "What are the properties of X?" followed
by "What are the properties of Y?", for a relation between the properties of X and Y. Therefore,
the questions contained in the P&Q system (see Table 1) are a valid set of questions, substantially
overlapping the questions normally generated by students presented with the same information.

Experiment 2

Method
Subjects

The subjects were 48 undergraduate students at Memphis
participated to fulfill a psychology course requirement.

Materials
The equipment consisted of a questionnaire to assess prior

instruments identical to the one used in Experiment 1 and an instructional
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Query Interface containing three pages of instructions. Three types of task packets were used.
Design Instrument packets required the subject to design a new woodwind instrument that was low
in tone and pure in pitch. This task required a deep causal knowledge of woodwind instruments
for task completion. Assemble Band packets required the subject to assemble a band consisting of
six types of woodwind instruments, to perform at a New Year's Eve party. This task allowed the
subject to rely on taxonomic, definitional, spatial and auditory information. Free Exploration
packets contained the tasks described in both the Design Instrument and Assemble Band packets.

Procedure
We screened the subjects such that half the subjects had low knowledge about musical

instruments and half had comparatively high knowledge. Those with high knowledge rated
themselves as having moderate to high knowledge on a 6-point scale and also played a musical
instrument.

We manipulated the goals of the learner so that one third of the subjects were expected to
acquire deep causal knowledge of woodwind instruments, one third of the subjects were expected
to acquire mostly superficial knowledge, and one third of the subjects were free to explore either
superficial or causal knowledge. The Design Instrument condition required deep causal
knowledge, the Assemble Band condition required only superficial knowledge, and the Free
Exploration condition required both.

After screening, subjects were randomly assigned to one of the three experimental
conditions, such that there was an orthogonal variation of prior music knowledge to learner goals.
The subjects read the instructional packet and were given a 2 minute demonstration of how to use
the P&Q system. The subjects were allowed approximately 1 minute to experiment with the P&Q
system before they were given their tasks. Subjects in both the Design Instrument and Assemble
Band conditions were told explicitly what their tasks were. Subjects in the Free Exploration
condition were instructed to learn as much as they could about woodwind instruments during the
interaction period, and that they would be tested at the end of the period. Subjects were allowed
30 minutes alone to interact with the P&Q system. At the end of the 30 minute interaction period
the subjects were alloweu as much time as necessary to complete the assigned task according to
experimental condition.

Results

In an initial analysis, we computed the mean number of questions asked by subjects
during the 30 minute interaction period. The subjects asked a mean of 75.6 questions per session
in the Design Instrument condition, 59.9 questions in the Assemble Band condition, and 55.2
questions in the Free Exploration condition. Therefore, the rate of asking questions using the P&Q
interface was 127.2 questions per student per hour. This is about 7 times the rate of question
asking during normal tutoring sessions, and almost 800 times the rate of question asking in a
normal classroom setting (Graesser, Person, & Huber, 1992). The P&Q software clearly facilitates
questioning behaviour during learning.

The interaction period was segregated into three 10-minute time blocks, yielding blocks
1, 2, versus 3. The 10 question types in Table 1 were clustered into four knowledge categories:
taxonomic-definitional, sensory, procedural, and causal. We computed the baserate percentage of
questions in these four categories when considering all possible cards, content elements, and
unique questions in the P&Q system. These proportions were 35%, 9%, 1%, and 55% for
taxonomic-definitional, sensory, procedural, and causal, respectively.

An ANOVA was performed on question asking frequencies using a mixed design with
four independent variables: condition (Design Instrument, Assemble Band, versus Free
Exploration), prior knowledge (high versus low prior knowledge), time block (1, 2, versus 3), and
knowledge type (taxonomic-definitional, sensory, procedural, and causal). Condition and prior
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experience were between-subjects variables whereas time block and knowledge type involved
repeated measures variables.

The only significant impact of prior knowledge on questioning frequency was found in
the Free Exploration condition. Subjects with high prior knowledge tended to ask more questions
than those with low knowledge, with means of 55.38 and 44.88 questions respectively, F(1,14) =
5.10, p < .05. This outcome could be explained by the strong effect of the other experimental
learning goals on questioning strategies. The constraints of the learner goals are extremely robust
and tend to mask any prior knowledge effects.

The frequency of questions did not significantly vary as a function of time blocks, with
means of 21.38, 21.88, and 20.10 questions in time blocks I, 2, and 3, respectively. Therefore, the
absolute volume of questions was approximately constant across the three 10-minute segments.
The most questions were asked in the Design Instrument condition, followed by the Assemble
Band and Free Exploration conditions, F (2,42) = 4.87, p < .05. The number of questioil7
significantly differed among the four knowledge types, with means of 9.5, 5.1, 1.3, and 5.4 for
taxonomic-definitional, sensory, procedural, and causal knowledge, respectively, F(3,126) =
53.77, p < .05. This outcome is not particularly surprising, due to the difference in baserate
frequencies for each knowledge type.

There was a significant three-way interaction between condition, time block, and type of
knowledge, F(12,252)=2.72, p < .05. Figure 1 plots the cell means that expose this three-way
interaction.
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Conclusions and discussion

We have documented how learners explore knowledge when they learn about woodwind
instruments. Knowledge exploration was measured by observing the questions that college
students asked about woodwind instruments during use of the Point and Query interface. We
found that exploration patterns were unaffected by the students' prior knowledge of the domain
under specific learning goals. In contrast, there were dramatic changes in exploration as a function
of the goals and time course of the learning session.

The learners tended to sample taxonomic knowledge and definitions of terms during the
first 10 minutes of the session. The learner's goals for each of the conditions were quite different:
the Design Instrument condition required deep causal knowledge. Subjects in the Assemble Band
condition could rely on superficial knowledge. Subjects in the Free Exploration condition were
free to sample either type of knowledge in whatever order they chose. In spite of the differences
in learner goals, the students needed to know about definitions of words and the taxonomic
composition of the semantic field before exploring more goal-relevant knowledge. Thus, there
appears to be evidence for a canonical ordering of knowledge exploration during the learning
process (Dillon, 1984).

Once the taxonomic-definitional knowledge had been established, the student explored
knowledge that more directly addressed learning goals. This is clearly supported when time
blocks 2 and 3 are examined (see Figure 1). When deep causal knowledge was required, as in the
Design Instrument condition, the learner explored this type of knowledge at the expense of the
other types. In fact, causal knowledge was not explored unless the student was forced to seek this
knowledge in pursuit of a goal. This is in direct contrast with information retrieval tasks, where
the required information can be extracted from a very small number of screens (see e.g., Mohageg,
1992). In tasks such as these, the user tends to encounter navigational difficulties when the target
information is distributed among several distant nodes. However, the sub jects in our study did not
appear to have any difficulty in retrieving the information necessary for task completion, even
though the links were almost exclusively relational.

This study demonstrated the value of the P&Q Interface in investigating the process of
knowledge exploration in hypertext systems. The P&Q Interface andother similar new interfaces
(Schank et al., 1991; Sebrechts & Schwartz, 1991) have made it extremely easy for the student to
ask questions. Until recently it has been very awkward and time-consuming to pose questions
using navigational systems and this presented a serious barrier in investigations of information
exploration. Interfaces suth as the P&Q system present the opportunity to greatly enhance the
efficiency and ease of use of various navigational systems for hypertexts, and to develop more
pedagogically valid instructional hypertexts. It is possible that the P&Q Interface and systems like
it could have a substantial impact on education, to the extent that they rekindle curiosity and
promote good question asking skills. As discussed earlier, the learning of complex material in ill-
structured domains can robustly improve if students learn how to ask the right questions (King,
1989a, 1989b, 1991; Palinscar & Brown, 1984). The P&Q Interface has the added potential to
decrease search time and increase retention and recall.
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1 Introduction

In computer science, many of the fundamental concepts crucial to fully understanding the
discipline have traditionally been presented abscractly, making it notationally difficult for
undergraduates to comprehend. Animation provides an alternative way of presenting a
concept. In the last few years, several tools have been developed that provide animations of
some of these fundamental concepts. Balsa-II [2] and XTango [8] are systems for animating
algorithms and data structures. There are also a number of systems for animating concepts
in graph theory, sets, and combinatorics. Unfortunately, tools for studying the abstract
concepts in automata theory are either textual tools or they are visual tools limited to
studying one type of automata.

Automata theory provides the essential background for many areas of computer sci-
ence, especially compiler design and programming languages. Traditionally, automata the-
ory was taught at the senior level, usually as an optional course. Recently, its importance
earlier in the curriculum was noted by the ACM Task force on the Core of Computer Science
[4]. Many textbooks addressing automata theory and specifically designated for the sopho-
more level have been written in the past five years. Yet many students at this level have
difficulty with the notation when automata are presented abstractly. We have developed a
tool called FLAP (Formal Languages and Automata Package) that provides an interactive
learning environment for students to design and experiment with automata. By being able
to easily construct and then test their own designs, students can learn about automata in
an enjoyable environment.

FLAP is a visual tool for designing, simulating and experimenting with several vari-
ations of finite automata (FA), pushdown automata (PDA) and Turing machines (TM).

Supported in part by a Fellowship from the Lilly Foundation. Email: rodgerglos.rpi.edu
+ Current address is Bristol Technology, Inc., 241C Ethan Allen Highway, Ridgefield, CT 06877
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Students design an automaton by drawing it as a graph using a mouse. The graph repre-
sentation is easier to visualise than the more traditional definition represented by a table.
When the drawing of the automaton is complete, the student can simulate the automaton
for some input. There is a choice of either a fast simulation or a slower step by step anima-
tion. In the slow simulation, a student can stop at any time and retrace all or part of the
simulation. One of FLAP's features is it's ability to simulate nondeterministic automata.
In this case, the fast simulation calculates all possible runs, and displays one solution. The
slow simulation lets the user guide the simulation by eliminating certain possibilities when
there are too many to consider. FLAP has been designed with a common interface so that
once a student has studied one type of automata, it is easy to construct another type. In
addition, the definitions of these machines are general so that several variations of each
machine can be examined. This general definition will allow the tool to be used along with
any automata theory textbook.

In Section 2 we discuss previous work on automata tools. In Section 3 we describe
CZ FLAP and its interface. In Section 4 we present an evaluation of using FLAP in teaching,

and in Section 5 we describe future work.

2 Previous Work

Several systems for studying automata have been developed, but all of these systems either
represent the automata in a tabular format, or they are specifically designed for studying
only one type of automata. Sutner [10] developed a tool based on Mathematica for studying
FA, and Dogrusos [5] and Hannay [6] developed tools for experimenting with several types of
automata, including finite automata, pushdown automata and Turing machines. However,
none of these systems includes a graphical representation of the automata. In each of these
tools the user must type in the formal definition of the machine. There are several tools
that represent automata as graphs, but each tool only addresses one type of automata.
Stallman [9] developed a graph tool which can be used to interactively draw an FA; AMS
[7] is a tool for simulating FA; Turing's World [1] is a tool for simulating TM; and NPDA
[3] is a tool for simulating nondeterministic PDA. FLAP is an expanded version of NPDA
into a general tool for studying several types of automata. In addition, many new features
were added to allow students more freedom in experimenting with their designs. These new
features include additional tools to aid in designing an automaton, a fast simulation, and
the ability to retrace part or all of a simulation.

3 Overview

FLAP is a graphical tool for drawing and simulating automata that was developed using
C++, the X Window System and the Athena Widget set. In this section we first define the
automata that FLAP can simulate, then we describe the drawing interface, the simulat.on
interface, and mention other features.

The X Window System is a trademark of the Massachusetts Institute of Technology
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3.1 Formal Definitions of Automata

FLAP recognizes a general definition of each type of automata so that several variations of
each can be studied.

Definition 3.1: A nondeterministic finite automaton M is represented by a quint-tuple,
M {Q, E05, 9o, F}, where Q is a finite set of states, E is a finite set of input symbols, 6
is a set of transitions represented by 6 : Q x 0 2, qo is the start state (qo E Q), and F
is a set of final states (F C Q).

The definition is general so that other variations of FA can be examined including
deterministic FA, and restricting the number of input symbols that can be processed in a
transition to one symbol. In all variations, a FA accepts an input string if there is a path
from the start state to a final state that recognizes this input.

Definition 3.2: A nondeterministic pushdown automaton M is represented by a sept-tuple,
M =-- {Q, E, r, b, qu, Z, F}, whera Q is a finite set of states, E is a finite set of tape symbols,
I' is a finite set of stack symbols, 45 is a set of transitions represented by 6 : Q x E x
subsets of Q x r., qs is the start state (qo E Q), Z is the start stack symbol (Z E r), and
F C Q is a set of final states.

The definition is general so that variations of a PM. can be examined. Other variations
include deterministic PDA, restricting the number of input symbols to one or zero (A)
symbols to be processed, and restricting the number of symbols popped on each transition
to be exactly one. There are two definitions of the acceptance of an input string, providing
additional variations of PDA that can be studied. Acceptance is based on either reaching
a final state or the stack becoming empty.

Definition 3.3: A nondeterministic Turing machine M can be represented by a sept-tuple,
M {Q,E,r, 6, B, qo, F}, where Q is a finite set of states, E is the input alphabet, r is
the tape alphabet (with E C r {B}), b is a set of transitions represented by 6 :Qx
subsets of Qxr x {R, L, S), B is a special symbol denoting a blank on the tape, qo is the
start state (qo E Q), and F C Q is a set of final states. The symbols R, L and S denote
directions Right, Left, and Stay.

Other variations of the TM are a deterministic TM, and a variation when the move-
ment of the tape head is restricted to always moving, either R or L. In all cases, acceptance
of an input string is based on reaching a final state.

3.2 Drawing an Automaton

The Building Window provides the means to graphically design an automaton. In addition
to containing the canvas on which the automaton is drawn, this window houses a variety
of pull-down menu buttons, the input tape, and the acceptance criteria indicator. The
Building Windows for a PDA and a TM are shown in Figures 1 and 2 respectively. The
PDA of Figure 1 non-deterministically accepts the language, L {wwR f w E {a,b}+},
while the deterministic TM of Figure 2 accepts the language, L . for bn cn > 1).
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Figure 1: Pushdown Automata Building Window

States, which are created by clicking the mouse on the canvas, are depicted as labeled
circles. The initial state is drawn with a triangle pointing to it, while final states are drawn
as concentric circles. The initial state of the automaton of Figure 1 is q0, while the final
state is q3. An existing state may be deleted, moved about on the canvas, made final or
non-final, and designated as the initial eta te by positioning the mouse within it and using
the appropriate mouse button.

Transitions tire represented as labeled directed arcs which connect two states. When
multiple transitions exist between the same two states, as in the transition from state q0
to q1 of Figure 1, the transition labels share the same line. Transition labels consist of two
parts: a handle and a text field. The handle is used in moving the label and deleting the
transition. Within each handle is a graphic symbol (4, I>, & v, 0) which shows the
direction of the transition. The text field to the right of the handle holds the transition
information.

Adding transitions to a machine involves positioning the mouse within the origin state,
and holding down the mouse button while moving into the destination state. The transition
is created when the button is released. A loop transition, which results from the origin and
destination being the same state, is created by clicking the mouse button within the state. A
loop transition is denoted by a Q in the transition label handle. Newly created transitions
have blank text fields, which may be edited by positioning the cursor within them and using
the keyboard to edit the contents. The format of the transition label information is machine
model dependent, and therefore different for each of the tools.
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Figure 2: Turing Machine Building Window

The transition format for all machines is:

FA transition format: < in_string >
PDA transition format: < in_string > , < pop_string > ; < push_string >
TM transition format: < in_symbol > ; < write_symbol > , < dir_syrnbol >

where < in_string > is the (zero, one or more) symbols that must be present on the input
tape if the transition is to be applied, < pop_string > is the symbols that must be present at
the top of the stack which are to be popped off, < push_string > is the symbols that are to
be pushed on the stack, < in_symb-4 > is a single symbol which must be the current symbol
on the input tape if the transition is to be taken; < write_symbol > is the single symbol
which is written to the current position on the input tape; and < dir _symbol >E {R, L, S},
depending on whether the read head should move Right, move Left, or Stay put. For
< pop_string > and < push_string >, the leftmost symbol corresponds to the top of the
stack. The symbol recognized by PDA as the start stack symbol is Z. The symlyll recognized
by TM as the blank symbol is B.

The acceptance criteria, which is displayed in the upper right corner of the Building
Window, is also machine model dependent. In the case of FA, the acceptance criteria is
No Input Left + Final State, signifying that the machine must be in a final state once the
entire string has been processed in order to accept. The criteria for acceptance by 7DA is
either No Input Left + Final State, or No Input Left + Empty Siack. The currently selected
criteria is displayed in inverse video. Figure 1 shows a PDA that accepts by final state. A
FDA that accepts by empty stack requires that the entire input be processed. and the stack
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Figure 3: The Run Window

be empty. Lastly, the criteria for acceptance by TM is simply Final State, signifying that
the machine accepts whenever a final state is reached.

The input string is specified by positioning the cursor within the text entry box located
in the upper left portion of the Building Window, and using the keyboard to edit the
contents. The input string may be changed at any time during which the Building Window
is active. The input strings in Figures 1 and 2 are ababbbbaba and aaabbbcce respectively.

3.3 Simulation of Automata

Once a machine haP been created or retrieved, it may be simulated on some input by select-
ing Step Run or l'ast itiin from the Run menu in the Building Window. Step Run allows
the user to step through the execution of the machine, viewing the current configurations of
the machine along the way in a separate window called the Run Window. Figure 3 shows
the Run Window during a run of the PDA of Figure 1. The input string ababbbbaba was
accepted in state q3, after 12 steps.

A configuration is a snapshot of the current situation, containing only the information
needed by the machine to continue from that situation. The format of a configuration
is machine model dependent. The FA configuration consists of the current state and the
remaining input string. A PDA configuration includes the same information as that of
the FA, but adds the current stack contents, displayed below the state. Lastly, the TM
configuration format consists of the current state and the input tape. The current position
of the read head on the tape is centered within the tape, pointr to by arrows from above
and below.

Upon each application of the Step command, the current set of configurations are
expanded by the application of all possible transitions to create a new set of configurations.
Configurations which are marked by X's, such as four of the configurations in Figure 3, are
stalled and may no longer be expanded. A maximum of 12 configurations may be kept in
the current set at any given time. The current states of the machine, which correspond to
Itithe current set of configurations, are shown highlighted in the Building Window during the
simulation, so the user can easily observe the paths taken through the automaton.
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While the Step Run is very useful in debugging or analysing an automaton, there
are times when a faster method of testing a machine is desirable. The Fast Run, which
simulates a machine without the use of the Run Window or user intervention, is provided
for this purpose. The result of the simulation is displayed in a popup window when the
input is accepted, rejected, or a cutoff point is reached. The cutoff points, which are also
enforced by Step Run, guard against the possibility of the machine running infinitely.

3.4 Other Features

In addition to the building and running features, there are several other options and features
provided by the tools. Input and output features include the ability to save, retrieve, and
print machines. A Check Determinism operation provides a means to determine whether the
current machine is deterministic or non-deterministic, in which case the non-deterministic
states are highlighted. States may be re-labeled automatically or on command to keep the
numbers consecutive. Lastly, on-line help is provided for quick reference during the use of
the tools.

4 Evaluation

FLAP is used in the sophomore class sequence Fundamental Structures of Computer Science
I and II at Rensselaer. Approximately half of each of these classes focus on automata theory
and formal languages. The automata studied are FA, PDA, and TM, in this order. When a
new automaton is studied, students are given an assignment to design a specific automaton,
and a one page set of instructions to get started. The students use FLAP to design the
automaton, and then use the simulation and tracing features to verify its correctness. When
they are satisfied that the automaton is correct, they can easily print a copy of it to turn
in.

Here is an example of an assignment for pushdown automata.

Construct nondeterministic pushdown automata for the following languages.

1. L = ian+mbncm In > 0, m > 0). Acceptance should be by final state.

2. L = {Ohm In > 0, m > 214. Acceptance should be by empty stack.

As part of the assignments, students are asked to evaluate the tool and list any prob-
lems they had in using it. The majority of their comments have been positive with many
students saying that the most helpful part of the tool was the ability to simulate their de-
signs. Overall, we have seen more enthusiasm for learning automata theory than in previous
semesters when students wrote similar assignments using pencil and paper, not being able
to test out their designs.
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5 Future Work

FLAP should represent a package of tools for studying formal languages and automata.
Currently it only has a few tools for studying automata. Its design includes an initial
menu to select one of the three automata: FA, PDA, or TM. This design makes it easy
to incorporate additional tools into the package. Future work includes adding tools for
studying grammars, parsing, additional variations of Turing machines, and construction
methods (such as converting a nondeterministic FA into an equivalent deterministic FA and
then constructing a minimum state FA).

Acknowledgements Dan Caugherty wrote the prototype NPDA which FLAP is based on.
In addition, the authors wish to thank Matt Stallman and numerous Rensselaer students
who gave valuable comments for improving FLAP.
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MULTILINGUAL CBT

Douglas MacKenzie
Managing Director, DMC Ltd

The Towers, Woodside House, Arbroath DD11 3RB, SCOTLAND

The Need and the Problems

In recent years the need for CBT courses on the same topic to be developed in a variety of
different languages has grown considerably. The development of the Single European Market
with transnational companies, the simultaneous introduction of computer systems, new products
and procedures in the range of countries where an organisation operates and the demand for
training in the emerging democracies of Eastern and Central Europe have all created large
training needs. Multimedia training is ideal for teaching large numbers of people in geographically
dispersed sites but many problems present themselves in producing versions of a single course
in several languages.

The little information on this topic to be found in the literature (e.g. Trollip and Brown,
1987) tends to describe the translation of existing material from one language to another. In
commercial training there may not be time for this: the Madrid office requires the training at the
same time as the Glasgow office. Development time, therefore, is a factor as is, of course, cost.
In software product development, the cost of producing another country's version from an
original may be close to the original development cost. This is acceptable for large volume sales
but not for bespoke development of CBT where the target audience in one particular a untry may
be very small but, nevertheless, needs training in its mother tongue. In software development the
audience needs to adapt to the product: Windows 3.1 looks the same the world over. A training
course, on the other hand, must adapt to the needs of the audience. The demands on the foreign
language course developers are great: they must understand both the subject matter of the course
and the principles of CBT.

Technically there are problems to solve with character display and recognition. A language's
characters may not be represented in ASCII. Even where they are there are problems. The letter
ii in German is usually written as ue in the German-speaking parts of Switzerland. Answer
analysis needs to take into account the fact that some users will have a German language
keyborrd, others an English one and that u, 0 and ue may all be input to mean the same thing.
The pm -,iem becomes greater with characters such as the Polish lwhere no ASCII representation
exists. A language like Arabic where script is from right to left but numbers are written from left
to right poses great difficulties in answer fields where input may be alphabetic, numeric or mixed.

The Project

Developers at DMC had been involved in producing CBT courses in German and French and
in producing a Polish version of a banking course first developed in English so some experience
of design and development problems had already been garnered. The first major application of
this experiencewas the production a course on an aspect of credit-card processing commissioned
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by VISA International to be delivered in English, French, German, Italian and Spanish. The
initial development was to be done on an English version of the course. The other language
versions were to follow as quickly as possible. The design brief restricted the delivery machines
to the lowest common denominator: IBM PC compatibles equipped with EGA graphic cards.
The speed with which the multiple versions were required and cost constraints (the different
language versions were each budgeted at a maximum of 15% of the cost of the English version)
conditioned the development strategy from the start.

The Development Methodology

All CBT development projects at DMC use a methodology known as instructional prototyping
(MacKenzie 1987, 1990). This approach, unlike ISD, does not separate design from development.
Prototypes of the course exist in a computer-based form from the start of any project and, acting
as templates for development, replace both initial and detailed design documentation. In this
way, a version of the course always exists on computer for all subject matter experts, trainers and
other interested parties to review.

An extension of this, part method, part software toolkit, called CIRCUS (MacKenzie, 1991)
has been used with great success in creating courses which involve the simulation of computer
systems. As CBT development has often to track development of a live computer system,
CIRCUS is an attempt to reduce the amount of changes to a CBT package necessitated by
alterations in the 'real' system. This is achieved by dividing course material into three parts: the
appearance of the computer screens (a 'data dictionary' of sorts), the navigation between these
screens, and the teaching material. The three parts are under the control of a central module. The
idea is that a change to one screen in a real computer system will require only one change in the
CBT screen dictionary and one change in the definition of fields in the navigation module. The
trainer responsible for writing the material then only needs to amend the text in the teaching
material section. Our earlier experiments suggested this was a good model for multilingual
course development also. The intention was to have between 50 and 70% of the code constant
in all versions with translators needing to work only within the text module. The relationship
between CIRCUS for Information Technology training and its use in this project is shown in
Figure 1.

SCREEN
DISPLAYS

CONTROL
MODULE

Operating
Definitions

FIELD
DEFINMONS
Navigational
Definitions

TRAINING
SEQUENCES

In training end-users of
computer systems

319

GRAPHIC r
OVERLAW TEXT
UNDERLAY

FIELD
INFO/

For multilingual CBT

3 :3



The course was written in PC/Pilot for both commercial and technical reasons: commercially,
because no run-time licences are involved and the customer wished to distribute the course to
an unknown number of end-users. Technically the language was chosen as much of the CIRCUS
toolkit had been implememed in PC/Pilot because of the sophi fication of the language in setting
up conditional subroutine calls, an integral part of the communication between the control
module and the other three.

The First Mistake

The adoption of the CIRCUS approach and instructional prototyping was certainly the first
thing we did right. It allowed core routines to be developed for all language versions and, once
an English version of any course section was available, it allowed translator/developers to work
on their language version of that section independently. This power and flexibility, however, led
directly to the first thing we got wrong. Trying to develop everything simultaneously resulted in
too many changes being made at one time. In response to both internal and external reviews of
course prototypes (there were four formal prototypes during development and three ad hoc
ones) changes were being made as a result of requests in four distinct areas.

The identification of genuine bugs where the program did not operate as expected.

Content changes requested by subject matter experts.

Re-phrasing of text either reflecting technical content or preferred terminology in the
different target languages.

Extension of the answer analysis done in the course due to new anticipated wrong
answers being identified and, again, country-specific (rather than language-specific)
terminology being added.

Although the objective of keeping 70% of the code generic was achieved, the effort of
maintaining the remaining 30% for five different languages under development with the four
different types of change request constantly coining in was underestimated. We found no
commercially available version management package to meet our needs exactly. As a result too
much time was spent collating and managing code. This effort could have been reduced
somewhat by delaying work on other language versions until after all the comments from the
beta-test sites had come in but, when several versions are to be produced almost simultaneously,
this problem is always going to arise. There will always be some country-specific or language-
specific changes identified late in the development cycle which must be allowed for in the
timetable and budget.

The Second Mistake

The types of interaction in the course were varied: highly graphical tutorial sequences; form
filling exercises; question and answer sequences; on-line reference material and case studies
where the documents and systems available in the workplace were accessed by pressing function
keys. There were, therefore, no definite screen design templates in the course. However, as many
parts of the course involved representations of computer reports or other documentation, the
general approach was to depict the documentation as accurately as possible and show the
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teaching material as distinct from this by using a dialogue box. We have definite ideas as to how
much a trainee is prepared to read in a dialogue box: about five lines of text with no more than
25 characters per line. In line with the intention of keeping the program code constant
throughout all versions we sought to use a standard sized dialogue box displayed and updated by
the same routines in every version. Although it lays us open to the criticism of allowing the
medium to dictate the message, we have found the discipline of a specified size of dialogue box
helps developers (and especially reviewers with little CBT experience) crystallise their ideas so
that an explanation fits the box and the trainee's perceived attention span.

So, based on our experience of translating paper-based materials we anticipated German to
be the most verbose version we would produce, requiring around 30% more space than the
English text. To allow for long compound nouns in German which we did not wish to hyphenate
between lines, we added 35% to the size of the basic English-version dialogue box and used this
as our standard.

Unfortunately, in reviewing the prototypes, the discipline vanished. Reviewers looked at the
English tuxt in a sparsely filled dialogue box and saw that more text could be added within the
space. The changes requested meant that the dialogue box which was a half to two-thirds full was
now three-quarters to totally full in the English version. This made the translation, particularly
into German, more difficult and required the developers, on occasion, to use a terser style of
language than was desired.

The Third Mistake

The CIRCUS development method was based on our belief that it was far better for the
foreign language developers to work directly with the program (or the text files linked to it) rather
than translate on paper or even via ASCII files. This belief arose from our commitment to
proto typing (Mackenzie, 1987) and experience of designers working with coding sheets: if forty
spaces are marked on the sheet corresponding to screen positions the designer invariably solves
his problem of surplus text by writing two characters in one space ! Although layout is nowadays
far more flexible the basic problems are the same. So it proved. The third9nistake was even to
contemplate allowing development to be done away from a machine. The Vrench and German
versions were developed entirely at the terminal with the only problems arising from the second
mistake described above, allowing the English text to become too long. The Italian and Spanish
versions had portions developed remotely and this resulted in passages of text not fitting into
their allocated space, hanging over the edge of dialogue boxes or feedback being split over two
lines. This latter problem was particularly difficult to identify in the testing phase as there were
over 600 separate pieces of feedback used in the Case Studies part of the course. The improved
layout facilities in modern courseware magnify the problem: the length text will be when printed
with proportional spacing and in different fonts is very difficult for a translator to judge.

Eventually we had all developers working directly with the code and testing as they
translated. This was the second and most important thing we got right and we will use it as a model
for all future development of this nature.

The Fourth Mistake

The ability to use different fonts alluded to above led to a bizarre mistake. In our earlier
foreign language courses we had used only user-defined typefaces, usually 10, 12 and 14 point
Helvetica fonts. This was for aesthetic reasons in German and practical ones in Polish in that the
ASCII character set could not represent all the characters needed. For no particularly good
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reason we used restricted 128 character fonts and redefined characters we did not need, such as
*, to be the foreign language character required such as 8. In the VISA course we used a mixture
of user-defined 12 point Helvetica fonts where characters had to be redefined and system fonts
as, for the languages used, all the characters were available in the ASCIIcharacter set. This meant
that translators had sometimes to input *, sometimes 8, to represent the same character. This
caused a deal of confusion for live input and absolute havoc for files transmitted to and fro in
ASCII format resulting most memorably in a Spanish translator being sent some files to review
and spending an entire weekend removing the user-defined characters believing them to be
corruptions.

In this project, with hindsight, we should have used 256 character user-defined fonts so that
ASCII codes always corresponded whatever font was being used. This is not, however, a general
solution as it cannot apply to Cyrillic, Turkish or other non-Western European alphabets which
use non-ASCII characters. In these cases extra thought must be given to how input and editing
are to be handled when multiple language versions are being produced.

The Fifth Mistake

In developing the five language versions we assumed we could apply what we thought we
knew about CBT to all the courses. Keep explanations simple; break procedures down into small
steps; use frequent summaries with numbered items to aid recall are fairly standard guidelines
in all our courses. The early prototypes of the VISA course revealed that this approach was not
universally popular: reviewers in one country felt it made the material appear too simple; the
trainer responsible for another language version disliked 'disjointed text' and wanted material
to read like a book. The fact that we had asked trainees to enter their name (mainly for record-
keep ing purposes) and then personalised a graphic of a credit card with that name was considered
inappropriate in one country particularly if the full title of the trainee was not displayed.

Despite the mistakes, the VISA courses can be judged a success. They are in use throughout
Europe, the Middle East and Africa and have also been bought by banks in Latin America and
Asia. The project won the 1991 Philips IMS 'Vision in Interactive Media' Award. Late nights
resolved the technical problems. The instructional prototyping methodology which identified
the 'cultural problems' early on meant that these could be remedied without major difficulties
even if sometimes the course became a little more bland.

General Conclusions

It is, however, these cultural differences which have proved the most awkward in all the
multilingual CBT we have developed and which involve the most far-reaching design considerations.
Much of the CBT we develop involves teaching by analogy and in doing this we make extersive
use of graphics and animation. Trying to find examples which span languages and cultures can
be difficult. An example in a finance course of a banker 'wearing many hats' for his different roles
was illustrated by an animation of Lewis Carroll's Mad Hatter. Unfortunately, in producing the
Polish version of this course, we learnt that the appropriate Polish metaphor was 'wearing many
gloves' . In another course, some users were puzzled why savings were being illustrated by coins
disappearing into a pig's back.

Paradoxically, the more technically complex the course delivery process, the easier it is to
resolve the cultural differences. If audio is available the constraints of space for text on screen
no longer apply. Similarly, if still or moving video images are used, real-life situations can be
depicted without worrying whether a graphic or iconic representation will be universally
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understood. The use of software only JPEG and MPEG compression for audio and video has
been of enormous benefit to us in creating multilingual courses. However, many multilingual
courses will continue to be commissioned in order to bring less well developed regions up to
speed on particular topics and a lowest common denominator approach to equipment will often
have to be taken. Given the constraints of, say, EGA graphics, developers will have problems of
cultural differences to resolve. There are no rules or simple guidelines for design in these cases
but it is hoped that our experiences will help others at least avoid the straightforwardly technical
problems and allow them to concentrate more on content.

References

MacKenzie, D. (1987). Instructional Prototyping: A CBT Development Strategy,
Proceedings of the International Conference on Computer Assisted Learning, University
of Calgary, 157-163.

MacKenzie, D. (1990). A human approach to computer-based course development:
instructional prototyping. In Farmer, B., Eastcott, D. and Lantz, B. (eds), Aspects of
Educational and Training Technology XXIII, Nichols, N.Y., N.Y., 220-225.

MacKenzie, D. (1991). Developing CBT Courses for End-User Training, Proceedings 33rd
ADCIS Conference, 345-351.

Trollip, S.R. and Brown, G. (1987). Designing Software for FAcy Translation into Other
Languages, Journal of Computer-Based Instruction, 14(3), 119-123.

323

335



MPC: An Evolving Standard in Multimedia Education

YOGESH MALHOTRA
Department of Management

University of Nevada at Las Vegas, NV 89154, USA

RANEL ERICKSON
Department of Management

University of Nevada at Las Vegas, NV 89154, USA

For several years, multimedia capabilities have been available on diverse hardware. The
current contenders in the desktop multimedia marketplace include the PC-compatibles, IBM PS,2,
Apple Macintosh, Commodore Amiga, NeXTstation Color, and Silicon Graphics' IRIS Indigo.
We believe that Microsoft's MPC standard, a relatively new entrant in the multimedia
marketplace, will play a significant role in the evolution of a de facto industry standard for
multimedia education.

Amiga, which represented the first true multimedia computer, has been used for creating
desktop TV productions because of its special video capabilities. The major US multimedia
product developers do not support Amiga because of its low installed base (of approximately 3
million units), offbeat array of graphic modes, non-standard 24-bit graphics, the smallest out-of-
the-box color palette, and comparatively low resolution.

Apple's Macintosh, the desktop preferred by artists, publishers, and musicians, has since long
combined digitized sound, still or animated images, and music or video from an external CD or
laser disc. Apple's QuickTime extension of its operating system provides for new dynamic data
types that can contain audio and video among other data types. Presently, Apple is working on
the development of its new Kaleida technology in collaboration with IBM.

The recent advances in the PC-compatible market, such as Windows 3.1, MPC, and color
resolution, have provided for standards and capabilities that have resulted in powerful
software/hardware solutions for authoring, animation, graphics, and sound. The
price/performance ratios for this market segment have been the most favorable because of the
relatively large market share of these machines.

IBM is backing its "Ultimedia" family of multimedia products built around its PS/2. It is
focusing on providing complete turnkey multimedia development and delivery solutions.

NeXT, although a powerful machine, has not yet been widely accepted because of the lack of
software support and because of being an unproven standard. Presently, its use is limited to
multimedia production installations, one-time shows, and video production.

The IRIS Indigo possesses unique high-end graphic capabilities that have been used for
creating special effects like those in the movie Terminator 2. Indigo is a strong candidate for
video and multimedia production, as well as for one-time presentations. Philips CD-I (Compact
Disk Interactive), Commodore's CD-TV, and the NEC Turbografx, represent examples of VCR-
like multimedia CD players that can be hooked to a TV set. Most of these products are not
compatible with each other.
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What is Multimedia Personal Computer (MPC)?

On October 8, 1991, Microsoft started a new era in PC computing by introducing the MPC
or Multimedia Personal Computer standard. The MPC provides a standard that brings multimedia
capabilities to PCs and compatibles. To be a Multimedia PC (or an MPC), a system should
satisfy the standards laid down by the Multimedia PC Marketing Council, a subsidiary of the
Software Publishers Association. The goal of the council, which is comprised of Microsoft and a
growing group of hardware manufacturers, is to provide a common standard for multimedia
computing on the PCs. To the developers, MPC is now a standard for creating advanced
multimedia applications. To the users, MPC provides the specifications for buying new systems
and upgrading the existing ones to support those applications. MPC is a comprehensive standard
and provides for affordable stand-alone systems as well as upgrade kits. The MPC standard is
described in detail in Microsoft's Multimedia PC Specification Version 1.0. To meet the MPC
standard, a system should satisfy the following requirements:

i) it should be capable of running Microsoft Windows 3.1 or
Microsoft Windows 3.0 with Multimedia Extensions;
it should have VGA or super-VGA graphics;

iii) it should have a relatively fast CD-ROM drive; and
iv) it should possess specific high-end sound capabilities.

The MPC council's minimum specifications for a MPC include an Intel 10-MHZ 80286
CPU; 2 MB of system memory (RAM); VGA graphics; an audio card with 8-bit sampling, music
synthesizer, MIDI-in/MIDI-out and on-board analog audio mixing; a CD-ROM drive with CD-
Digital Audio (Red Book) output; MS-DOS 5.0, and Microsoft Windows 3.0 with Multimedia
Extensions. The key elements of the specification are detailed in Table 1.

All multimrtdia systems produced by MPC Marketing Council, or any of its licensees, would
bear the MPC logo. Systems that conform to the MPC standard, but are not manufactured by any
of the previously mentioned companies, would be referred as MPC-compatibles.

Multimedia, Education and the MPC

Multimedia is about more than charts, graphs, and 'flat' art. It's about mixing text, images,
voice, music, sound effects, animation, and video. For communication of any kind to be
effective, it must draw upon the full power of how we experience life -- and that means
multimedia communication that presents information in its most naturally expressive forms.
Because of the added 'dimensions,' the multimedia applications are called 'titles' to distinguish
them from 'traditional' applications.

Making learning enjoyable (a process of having fun) is a time-tested stratagem that has gained
new appeal with the advent of the Multimedia PC. Children, as young as four, can now learn
languages through interactive lessons that feature voices and images of native speakers simulating
real-life situations. The multimedia education offers students and teachers greater flexibility in
addressing individual needs and pursuing personal interests as well as the standard curricula. The
process of developing research skills and learning becomes a process that provides pleasure and
fun.

Multimedia Windows and Multimedia Extensions

The Multimedia Extensions are an addition to Microsoft Windows system software. They
enable PCs running Windows to use multimedia devices and data types, such as sound, animation,
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video and CD-ROM capabilities. Features include the Media Control Interface, which enables
Windows users to control external devices like audio and video recorders and players.

Table 1

Key Elements of the MDPC Standard

Offidal Minirnar Desirable
(where appricable)

Microsoft Windows
CPU 10Mhz 286 At least a 386SX
RAM 2 MB 4 MB or more
Hard Disk 30-MB More than 100

MB for creating
graphics & sound

Video Standard VGA VGA+
CD-ROM Drive

Storage 600MB More
Data Transfer 150KB per sec More
CPU Access Time 40% of total Less
Access Time 1 second Less
Plays CD audio

Audio
Sound Board
Sampling 8-bit, 11.025-Khz
Playback 22.05-Khz

Synthesizer

Mixer (combines)

Microphone input
MIDI

8 simultaneous notes
5 different sounds

CD audio
CD sampling
Sy nt h

Input port
Output port
Thru port

Floppy Drive 3.5 in 1.44 MB
Keyboard 101 key
Mouse 2-button
Ports

Parallel
Serial
Joystick
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Originally, the Windows software with the extensions loaded on top of it was known as
Microsoft Windows 3.0a with Multimedia Extensions 1.0. In early 1992, Microsoft launched
Windows 3.1, which had most (but not all) the extensions built in. Direct support for external
devices -- joysticks, and CD-audio and videodisc players -- which is provided in the Multimedia
Extensions is not available in Windows 3.1. A comparison of Windows 3.1 with Windows 3.0
with Multimedia Extensions is given in Table 2.

Table 2
Multimedia Extensions Capability in Windows 3.1

Component of Availability in
Windows 3.0 w/MM Extensions Windows 3.1

Hyper Guide No
MusicBox No
Sound Recorder Yes
Media Player - CD Audio No
Media Player - Videodisc No
Media Player - Wave Audio Yes
Media Player MIDI Sequencer Yes
Control Panel Sound Yes
Control Panel - Drivers Yes
Control Panel - Display No
Control Panel - MIDI Mapper Yes
Control Panel Screen Saver (*)
Control Panel - Joystick No

(1 Windows 3.1 screen savers will be different from those found in Windows
3.0 w/MM extensions.

Source: Adapted from 'NewMedia' of March, 1992

The current users of Microsoft Windows can get multimedia functionality -- including audio
and video controller features -- by using upgrade kits or CD-ROM drives that include the
extensions. The extensions are also available separately (without the hardware) in the form of
Microsoft's Multimedia Development Kit, but this may be an expensive proposition.

For multimedia developers, Windows 3.1 provides a stable and integrated development
environment. The latest version of Windows is more user-friendly and has also drastically reduced
the number of Unrecoverable Application Errors (UAEs). Microsoft also promises enhanced
Window stability and increased networking power.

Voice annotation feature of the MPC allows the addition of sound to word processing
documents, spreadsheets, and the like. The comments that are recorded to a document can be
listened to by clicking on the little microphone icon.

MPC - An 'Open' System for Multimedia Computing

By launching MPC, Microsoft has provided a much needed standard platform for the software
developers to develop their PC multimedia products. To the hardware manufacturers it has
provided a standard configuration for their multimedia systems. For the PC users, the MPC
standard ensures that all the software and the hardware complying with this standard would be
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compatible. MPC is based on open standards for all its major components -- 286 or 386 CPU,
VGA graphics, relatively fast CD-ROM drives, stereo sound capability, and Microsoft Windows.
It is also open-ended for future technological enhancements in CD-ROMs, audio CD, MIDI,
movie file formats, external laser discs, video devices, and graphics cards. The MPC standard
embraces most PCs sold today and several well-known sound cards and CD-ROM peripherals.

Another point of interest about the MPC is its requirement for Multimedia Windows "or a
binary equivalent;" this leaves the door open for future operating systems such as OS/2 2.0 to run
MPC software.

MPC - A 'Compatible' Standard for Multimedia Solutions

MPC represents the first standard that is compatible with many existing hardware and
software products. Multimedia PCs are available off-the-shelf from stores like CompuAdd and
Tandy. Multimedia upgrades for existing PCs are affo;dable and provide flexible usage.

DOS is the computer platform most often designed for, as it has the greatest number of users.
The goal is to allow applications that run on Windows to run on the MPC platform. Thus, MPC
provides full compatibility for a substantial percentage of existing PC users and for many PC
applications.

MPC Vendors - A Growing Multitude

Despite a lack of promotion. the sales of MPC titles and user tools have been gaining
surprising momentum. The demand for the reference software in particular has been showing a
sharply rising trend. A New Media report shows that titles like Software Too (works' World Atlas
for Multimedia PC and Reference Library, Compton's Multi Media Encyclopedia for Windows,
Applied Optical Media's American Vista and Birds of America, Bureau Development's Multimedia
World Fact Book and U.S. History on CD-ROM, InterOptica's Great Cities of The World
Volumes I and II, Microsoft's Bookshelf for Windows and EBook's The Electronic Library of Art,
have been selling briskly. The rising popularity of these titles is expected to further boost the
demand for the MPC upgrade kits and new MPC units.

CompuAdd and Tandy, the first manufacturers of the MPC computers, have already been
followed by several other major manufacturers. These companies include IBM (with its Ultimedia
system targeted primarily at the education and presentation market), Goldstar, Philips, Samsung,
and Zenith. Several other companies are also actively pursuing their plans for entering the market
for MK upgrade kits. Workstation master Sun has been working on making its graphics and
multimedia software both DOS and Windows compatible. Other companies that include Laser
Computer and Leading Edge have announced plans to sell MPC compatibles. FM Towns,
Fujitsu Ltd's 3-year-old multimedia platform for the Japanese market, is luring U.S. developers
with its large installed base, near-MPC compatibility, and powerful graph. es. Fujitsu also plans
to market its systems in the U.S.A.

IBM has shipped its Multimedia Presentation Manager/2, and OS/2 2.0 version of
Presentation Manager that includes multimedia extensions. Like Windows 3.1, the extensions
take advantage of OS/2's 32-bit environment, including preemptive multitasking.

Microsoft's Windows 3.0 and its 3.1 upgrade, has given vendors such as Adobe, Aldus,
Fractal Design and Gold Disk the opportunity to move onto the IBM platform. Meanwhile IBM-
oriented DOS and Windows software vendors, facing stiff competition from products crossing over
from the Mac camp, have added new enhancements to benefit the users of graphics software.
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Mult'media PC's Support of DVI and AVI (or is it vice-versa...)

A multimedia production, with its digitized sound and graphics, is a real disk hog - one
second of CD-quality stereo sound takes up approximately 170K of storage. A single full-screen
Nor image requires about 1.5 MB of storage. Without compression, a 30 frames per second (fps)
:till-motion video would require 45 MB per second. For the IBM PCs (and compatibles),
hardware-based compression technologies like DVI (Digital Video Interactive) have provided a
solution to this problem in case of video.

DVI (Digital Video Interactive) is one of the most promising hardware-based video
compression technologies. DVI is a compression/decompression algorithm for full motion video
and is available as an add-on board to be installed in an IBM compatible PC. A joint development
of IBM and Intel Corp., DVI is both a chipset and a standard that covers everything from a
software interface specification to compression. DVI is available on PCs with IBM's
ActionMed.ia II board and now on Macintosh with New Video's EyeQ board. Ultimedia is IBM's
new, complete family of multimedia solutions spanning from the fully digital Action Media II
display and capture adapters to the high performance, MPC-compatible PS/2 M57 SLC
multimedia computer. Using ActionMediaII adapters one can develop and playback applications
which take full advantage of the capabilities of DVI technology.

Microsoft has tried to provide video capabilities, similar to those provided by Apple's
Quick Time, through its Video for Windows (formerly known as AVI or Audio Video
Interleaving). The basic configuration of Video for Windows allows the playback of video
sequences in small windows (320x240 pixels) at up to 15 fps which is still not as good as full-
motion video. Full-motion video is digitally recorded video played back at a broadcast standard of
around 30 fps to avoid a 'jerky' image.

Apple's Quick Time provides the same functionality as Microsoft's Video for Windows, but it
raises the stakes in the area of software-only video playback. By virtue of its additional
compression algorithms, Quick Time allows playback at half-screen (320x240 pixels) at 15-fps or
quarter-screen at 30 fps. Apple's new software also has provisions for including additional data
types (besides audio and video) using a generic media handler. Due to Apple's 16-month lead over
Microsoft in the digital arena, sophisticated tools that have developed around Quick Time are not
yet available for Windows, but it may not remain so for long.

Multimedia PC and MIDI

MIDI (Musical Instrument Digital Interface) is a standard digital communications protocol
originally developed by makers of music synthesizers. Now, it provides for synchronous contard
of audio, video and lighting instruments from a single computer. MIDI allows the computers to
communicate with synthesizers and other electronic instrument.s. A significant feature of the
MPC is the interface it provides to MIDI files -- one of the most accessible and interactive
formats which is used for 'storing' music.

Microsoft has embedded support for significant device drivers such as the MIDI Sequencer and
the Mapper as well as the Wave Audio in Windows 3.1, so non-MPC-compliant boards like the
original Sound Blaster will be able to provide wavefile and MIDI support in Windows 3.1. With
specifications that mesh perfectly with MPC requirements, Sound Blaster Pro is fast becoming
one of the leading sound boards for MPC systems. This card, plus a CD-ROM drive and
Windows with Multimedia Extensions, comprise a cost-effective MPC upgrade kit.
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Object Linking and Embedding on the MPC

Window 3.1 supports object linking and embedding (OLE) which has similar capabilities as
System 7's Publish and Subscribe. OLE allows intelligent integration of information from a
variety of sources. OLE, which is based upon object-oriented computing, has important
implications for networking and cross-platform computing. It provides for insertion or embedding
of data from one document or program into another -- when the data is modified in the source
program or document, it automatically gets updated in the receiving program or document. OLE
fully exploits the multitasking and the inter-process communication capabilities of Windows. In
particular, OLE allows multimedia objects to be embedded in the traditional Windows
applications.

Market Trends for Multimedia PCs

Integrating multimedia and education is IBM's first step in its major offensive targeted at
making itself the education company of the 1990s. In the words of James E. Dezell, vice
president and general manager of IBM's educational systems group, "Multimedia computers will
create the new knowledge of the twenty-first century codified in sounds, text, images, and
graphics." IBM Vice President and President of the IBM Multimedia and Education Division,
Lucie Fjeldstad, has said, "We're committed to working closely with you, the innovators of
education, to offer the dynamic multimedia solutions that will equip students with the skills they
will need to succeed." Recently, IBM has established its Fireworks Partners unit which will spend
"tens of millions of dollars" on joint projects in multimedia technology with third parties.

Microsoft has also reiterated its commitment to MPC products that would result in --
bringing information to life and creating new and more interactive ways to educate and entertain.
New developers of multimedia applications like Compton's New Media, and Broderbund, are
showing a very positive response to the MPC standard by developing their products for the MPC
platform. The authoring tools available for the MPC include well-known products such as
Authorware Professional, Aim Tech's Icon Author, Asymetrix's Toolbook, Owl International's
Guide and Access Software's Links. Several other multimedia vendors have also unleashed a
barrage of MPC titles targeted at the education and training market.

By including most (but not all) of its Multimedia Extensions in Windows 3.1, Microsoft has
opened gates to a growing market of people buying PCs. Link Resources, a New York-based
market research firm, estimates that 4 million PCs were sold to home users in 1991 and expects
that figure to grow at a rate of 15 percent for the next two years. They also indicate that the
combination of sliding prices of 386 SX-based PCs with sound cards, as well as Microsoft's
decision to embed its extensions within Windows 3.1, means that there should be a sizable market
for multimedia-PC applications by 1994. Link representatives predict that the market for
"multimedia-capable machines" will grow from today's 5 percent of the overall PC market to 50
percent by 1996.

The emerging MPC is competing with Apple's Quick Time, IBM's Ultimedia, and several
other smaller players, for a slice of the multimedia marketplace. The key players are trying to
develop cross compatibilities. Apple has developed a Windows player for Quick Time videos,
while Microsoft has developed a Quick Time movie converter for Video for Windows. Indeed,
MPC will play a significant role in the evolution of a de facto industry standard for multimedia
education.
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NEAT: An Integrated Authoring Environment Based upon
Tool Book
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Abstract

Our paper describes NEAT, an integrated authoring environment consisting of a basic
Tool Book kernel extended by various Open Script programs as well as a variety of state of the art
"plugged in" external tools. NEAT supports the use of graphics, animation, audio, video, and
object repositories, and provides the author with concepts such as a sophisticated, high level
book, navigation, and question/answer.

1 Introduction

Sophisticated interactive courseware makes heavy use of various media such as text,
graphics, animation, audio, video, etc., and supports a variety of powerful metaphors such as an
electronic book, free/guided navigation, help-oriented interaction, etc.; see (Alessi, S. M. &
Trollip, 1991, and Merrill, 1985). Authors of interactive courseware expect their authoring
environments to support all these metaphors when needed, and to provide latest state of the art
tools for all media used. Though there is nowadays a big variety of authoring systems available
on the market, none of them sufficiently supports all metaphors, or really bears comparison with
special purpose state of the art tools. Because of the big variety of media involved, it seems
questionable if a single, monolithic authoring system will ever be able to combine the functions of
all the corresponding single purpose tools. One might argue that most authoring systems provide
scripting languages which fmally allow the author to program a course in exactly the way he or
she wants to. While this 'Turing Machine argument' does not help the non-experienced author at
all, even experienced programmers are frightened by most existing scripting languages.

The arguments above led to the concept of an authoring environment which is based upon an
existing authoring system (Tool Book) as kernel. Missing metaphors are realized as program
modules written in the kernel's scripting language (Open Script). Various tools can be accessed
from the kernel in a consistent, transparent way. The authoring environment itself is fully
embedded in the Windows environment, which in turn allows to easily exchange tools or add new
tools.

In this paper, we concentrate on the added metaphors. After a brief description of the
workbench approach we introduce the several concepts which have been implemented; Electronic
Book metaphor, Interaction metaphor, and Guided Tours metaphor in some more detail.

* Praktische Informatik II, University of Hagen, Feithstrasse 140, D-5800, Germany
Jodrey School of Computer Science, Acadia University, Wolfville, BOP 1X0 Nova Scotia,

Canada
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2 The Workbench Approach

In NEAT, different techniques have been used to extend the basic Tool Book functionality
(see Fig. 2.1):

- Various metaphors have been added via complex Open Script programs which, for reasons
of efficiency, themselves call Pascal programs through Dynamic Link Libraries (DLLs);

- External tools (e.g. graphics designers, data bases) can be 'plugged-in' with the help of tool
adapters which map the tool interface to the NEAT interface. Usually, each tool needs its
own adapter. Whenever a tool is replaced, the adapter has at least to be adjusted accordingly.
This adapter concept is well known from the HCI area, where it is used to separate the
functional core from the user interface, and thus to hide changes at the functional core
interface from the user interface. The functions of adapters range from simple call
mechanisms to complete tool interfaces.

- Standard format objects (e.g. graphical, audio, video files) produced with external tools can
be used at the NEAT interface via use adapters (e.g. video, audio, or animation player).

NEAT Author Interface

ToolBook

Use Adapter

Extemal Tool

Tool Adapter

Plugged-In Tool

OpenScript Programs

DLL
Libraries

Figure 2.1. The NEAT Workbench Approach

The implementation of NEAT and the integration of external tools was supported by
ToolBook's System Books concept and Windows' Dynamic Link Libraries (DLL) services. In the
following, we describe the added metaphors in some more detail.

3 The Electronic Book Metaphor

In this section, we describe the hypertext tools provided by NEAT which can be used to
implement coursewaxe based on a book metaphor. The novel feature of our design is that all the
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tools are learner-modifiable. For example, the hyperlinks created by the author can be removed by
the learner, and new links can be formed by the learner. For this reason, the user of NEAT will
not be using the built-in Tool Book hotwords. Moreover, NEAT supports a distributed
environment, that is on a network, each user may have his or her individual copy of hyperlinks,
highlighting, etc.

Below, we describe all the hypertext tools supported by NEAT:
hyperlinks, that is electronic links between the text on one page (hotword), and the same, or
different page; see also (Woodhead, 1991, and Milldner & Blondon, 1992). To create a
hyperlink, the user first selects the source, and then decides whether the destination is on the
same page or not. If the destination is on the same page, NEAT creates a new window that
will be opened when the user activates the hyperlink. The user (the author or the learner) can
type a text in this window. Thus, this type of a hyperlink implements help windows and
footnotes (see Figures 3.1 and 3.2 below). If the user decides on a different page, the
activation of the hyperlink will move the user to that page. Thus, this type of a hyperlink
implements a forward or backward reference. Since page numbers give a limited information
(the same page may have different page numbers in two different guides), the destination
page is selected from the table of contents. To help the learner to recognize a hyperlink, its
source is underlined in a different color depending on its type, for example in red for a
forward reference. Hyper links are created in the same way by both the author and the learner.
To help the user to create hyperlinks, he or she may create unfinished links by inserting the
source to the list of sources. Later, the user may decide on the final shape of the link by
selecting the source from the source list and linking it with the current page.

Formation of links between pages may create conflicts between this structure and the
structure of guides described in the previous section. For example, the author, or the learner
may create a hyperlink between two pages that do not belong to the same guide. This
problem is solved by not allowing the user to create such a hyperlink.
highlighting of a part of text on a page. The user (again, both the author and the learner) can
select the desired color from the palette of colors, and select text on a page, in order to
highlight this text; that is to change its background color to the selected color. Highlighting
can be added and removed at any time. A page occurring in more than one guide may have a
different highlighting in each of these guides.
user-modifiable index resembles a standard index in that it can be used to find a reference to
a phrase in courseware. In addition, this index can be modified by the learner, who can
remove the existing phrases or references and add new ones. Unlike the traditional index,
NEAT index does not show the list of page numbers associated with a reference. Instead, if
the user selects a reference, she or he will be moved to the first page with that reference and
will be able to traverse the list of all such pages (see Figure 3.3). This list is modified after
each traversal, and most recently visited pages are stored in front of the list so that in the
future traversals the user will have a quicker access to these pages.
notes, include both margin notes, which may have different contents on each page, and
global notes which have the same contents for the entire courseware. The learner can
activate one of these notes, for example using the specialized icon, and then read the text
included in the notes, or modify this text. Thus, notes resemble annotations, and they can be
used by a single learner, a group of learners, or even as a communication medium between
the instructor and the learners. In a distributed environment, it is possible to send notes
through the electronic mail to another user.
history mechanism that allows the learner to move to any page that has been visited. The
history is shown as a list of names of visited pages.
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bookmarks, which are hidden, labeled markers that can be placed anywhere in courseware.
The user can access the list of names of existing bookmarks, and then move to the place
associated with a desired bookmark simply by double-clicking the name of this bookmark.
Clearly, bookmarks are associated with guides, that is fix each guide there may be a different
set of bookmarks.
table of contents with bread crumbs. During authoring, the chapter and section titles can te
designated, and they will be inserted by NEAT into the table of contents. This table will have
a hierarchical structure, showing the list of chapters, and unfolding sections belonging to a
specific chapter when the learner clicks on that chapter. The user can select any page and
move to it. For each guide, there is a different table of contents. NEAT will also trace the
user activities and place bread crumbs next to the chapters that have been visited. Using
hyperlinks, the user may visit only parts of sections and so a bread crumb is in the form of a
black rectangle which indicates what percentage of the section has been visited.

Below, we provide several snapshots of pages created with NEAT. Assume, that the user
wants to create a hotword for the words "Principal file" in the text shown in Figure 3.1. First, the
user selects this text, and then invokes a specialized Hotword icon. This icon gives the user a
choice of adding a link to a page, or to a window, storing "unfinished" link (described later), or
removing hotwords. Assuming that the user has chosen to open a window, the screen will look as
in Figure 3.2.

O File Organization
One fle is considered the principal flie.
This file contains N. man program.

There are two techniques for spiking a program info
several flies:
- the =a= contains directives to inckide

other flies before the complatIon
(dUring pre-processing)

each file Is separately complied and al the flies
ore linked Into the executable program.

Figure 3.1. Selection of a sample text

File Organization
One Me is considered the principal die.
This N. contains the main program.

There are twO techniques for spitting
several Ries:
-lhe principal Me contains directives

other dies before the completion
(during pre-processing)

each flie Is separately consplied and
ere linked No the executable pro

rzi

Figure 3.2. Hotword window

The user can type any text in this window. After the hotword window is closed, the hotword
remains underlined, and the user can click on it any time to show the hotword window. In Figure
3.3 we show a traversal of the list of pages associated with the word "C". Figure 3.4 shows the
table of contents.

Table of Contents In vlew
C was designed and implemented by Dennis Ritchie,
AT&T 8.1 Laboratofies.

The mason for xf P anommptvgranating layruage
was nal Mehl* wanted So provkle a portabk
imptemenialion of a new opening system UNIX.

Now, C is ono ol he most popular programming
languages.

Beginner
4Kies
LaneW *were

Evri
Figure 33. Traversing the index
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4 Interaction with the Learner

Questions form an essential part of any courseware and are important means to interact with
the learner. NEAT supports interaction concepts missing in basic Tool Book. It provides templates
for several kinds of questions, and supports various ways of answers and answer-dependent help
without forcing the user to write Tool Book scripts.

The author can choose from the following templates:

1. Multiple choice template, which provides slots for a number of choices with check boxes
associated with each choice.
2. Fill-in-blanks template, where the learner has to fill in missing pieces of text.
3. Numeric template, where the answer has to be in a certain numeric range.
4. Position analysis template, where the answer is provided by pointing, or dragging an
object, to a certain part of the screen.

In the following, we concentrate on multiple choice and fill-in-blanks interactions.

In case of multiple choice interaction, there are two general ways an author may deal with
learners' answers. He can associate certain combinations of choices with individual replies
(context-sensitive reply), and/or associate single choices (or non-choices) with their
corresponding replies (context-free reply). If for a certain answer, i.e. combination of choices, the
author has not provided a context-dependent reply, all corresponding context-free replies are
given to the learner.

In case of fill-in-blanks interaction, the author can define sets of answers by using global
interaction attributes (e.g. relaxed case, spelling tolerance, allow unnecessary words) or by using
a simple answer grammar which allows to specify wild cards, embedded strings, synonyms,
optional words, etc. Each set of answers can be associated with a detailed multi-media reply.

In the following, we show how the author can interactively define a multiple choice
interaction:
I. Choose Create Question from the Question menu 112411111111111

and select Multiple Choice Question.
2.Defme the layout of the ToolBook question page.
3. For all context-sensitive replies:

3.1 Define a combination of check boxes
3.2 Provide an individual reply which may

use text, graphics, audio, video,
database access, etc.

3.3 Specify a score for this answer.
4. Define the layout for a context-free reply page.
S. Associate textual, graphical, etc. objects

of the reply page with single choices/non-
context-sensitive reply choices.

Chap* 0: Deanonotaion
14Aultiple Choice Quostion

Whth tiichnologlos es I
Mod hmoonolls?

%too

Pspor

co-aom 46;1

Vichoo %%Wow

tow/ well Your ansvei

goo Ma Soo Flm Pm. nr.

,g5=E=TICIIMMEEME=MMEIrli'l

Figure 4.1. Multiple choice

6. Define the Correct Answer reply and Hint reply (as in step 3.2).
7. Test the interaction
8. Install the interaction.
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Figure 4.1 shows a context-sensitive reply on a multiple choice question, and Figure 4.2
shows the layout of a multiple choice question page containing all possible context-free replies
(which in reality spatially overlap). Figure 4.3 shows the individual context-free reply on a
multiple choice question, and Figure 4.4 illustrates the use of the answer grammar.
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Figure 4.2. Multiple choice question page with Figure 43. Multiple choice context- free reply

context-free replies
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Figure 4.4. Fill-in-blaaks question page

5 Guided Tours

Like almost all existing authoring systems, ToolBook is lacking in flexibility to link pages.
Without extensive programming in OpenScript, it is impossible to dcflne for a single course a
variety of guided tours for different user classes, for example beginners, experts, etc., and let the
learner dynamically switch between these tours.

NEAT provides an author-friendly two level mechanism for defming guided tours:

1. Each page has a local guide attribute specifying to which guided tours this page may
belong. The guide attribute is set by the author when developing the page.
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2. The author may group consecutive pages into page groups and define guided tours in terms

of sequences of page groups.

A guided tour is defined by its constituting page groups. If a page, according to its guide
attribute, belongs to a guided tour Itat does not include a page group containing this page, the
page will never be visited during this guided tour. When a page group is entered during a guided
tour, only pages with the appropriate guide attribute are visited, while all other pages are skipped.

The following two figures illustrate how an author can interactively define guided tours. In
Figure 5.1, the left list box contains a list of pages and already defined page groups. The right list
box contains all pages of the most recently defined page group together with their guide
attributes. Whenever the author clicks a page group in the left box, its pages are shown in the
right box. Figure 5.2 illustrates how page groups can be linked. The upper left list box shows all
existing page groups. Also, all available guides are shown. The author can perform the following

actions:
- select a guide
- select page groups (nodes) from the list box
- arrange page groups on the screen
- for the selected guide, define links between page groups.

Tp.1110. fluwill Tow

fill d ele Dela. Galin. Scripl two
K2
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Ali ill sr.'.
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Figure 5.1. Defining page groups
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Figure 5.2. Linking page groups

The author stepwise builds up a graph containing all guicIPAI tours. In the current version,

guided tours are restricted to a single ToolBook book. In futurt. versions, NEAT will also allow to

link page groups from different books. Although the guided tour approach is defined for guided

navigation, it will also be used to support free navigation and to provide the learner with

information helpful to select the next page to be visited.

Conclusion

We described the NEAT workbench approach with special emphasis on the high-level

electronic book, interaction, and guided tour metaphors. All components have been implemented.
Our early experiences with NEAT are very encouraging. Using NEAT saves a lot of time when

producing courseware and significantly increases the quality of the courseware.
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An Instructional Design Advisor for Computer-based Learning: ISAAC
RAY MCALEESE AND LAI-MUI CHING

Institute for Computer Based Learning, Heriot-Watt University,
Edinburgh EH14 AS,

SUMMARY
The paper reports on an attempt to build a computer-based learning advisor to assist authors

designing computer-based courseware.

The Instructional Strategies-Analysis Advise Companion [ISAAC], comes from a needs
assessment to have an adequate environment for the instructional design in computer-based
authoring. Presently, there are a number of tools for the computers that enable computer-based
authoring work to be carried out [- authoring languages e.g. ToolBook, Authorware,
IconAuthor]. These tools range from simple, generic text/graphics tools to complex, multimedia
software applications. There are also auxiliary tools or advisory systems that help designers to
choose appropriate instructional strategies [e.g. IDExpert]. However, these two types of tools are
normally not integrated together, though they both may be used in the instructional design
process. The disadvantage of having them as separate systems/tools lies in that the advisor is
capable of only giving passive advice, but not capable of helping the users during the actual
process of instruction design. The idea behind this work is to have an instructional design
system that has both environment/tools for the authoring of instructions as well as an advisor
which can render advice voluntarily to user when the user's instructional plan deviates from
that of a chosen instructional theory. An issue being addressed is that of advisor-intervention
in the design process. The approach reported in this paper has been to develop a prototype based
on a scaled-down domain knowledge using one instructional design theory [Gagné].

Our work summarises advice giving within the context of CBL authoring arguing that by
and large, the trend in advice giving is towards providing 'usable' advice. That is, having
advice which is meaningful in the context of the user's task, while at the same time, it is given
at appropriate time, in the case of active advice or a help system. Such an advisor requires a
more demanding capability, such as the capability to track user's pliins, modify advice based on
user's feedback, and reason about user's actions and apply and understand natural language
in communications with the users.

The paper concludes that:
The idea of having a computer-based authoring system running with an on-

line active advisor has been demonstrated in ISAAC;
In spite of being a prototype system, ISAAC carries a vision about future

authoring tools. ISAAC's structure and design can be extended to become a
complete, usable and powerful adjunct to authoring systems.

Lai-Mui Ching completed the work on ISAAC as an MSc student in Heriot-Watt
University, in 1992. The work was supported by a number of colleagues in ICBL - Terry
Mayes, Roger Rist, Patrick McAndrew and Kate Tuckey.
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INTRODUCTION
There are numerous tools available that facilitate instructional design. Within the context

of a computer-based system, these tools range from simple genetic text-based or graphics-based
to complex, multimedia or hypermedia-based. For example, anyone who wants to plan a lesson
may use a general-purpose word-processor, like the Microsoft WORD"4, to write his/her plan.
Alternatively, he/she can use a graphics tool, like the MacDrawtm, Inspirationhm, or XFigrm
program, to plot his/her lesson plan graphically. Either way, the designer will design his/her
lesson to the best of his/her knowledge and capability. The resultant effort - the lesson plan,
need not necessarily be the optimal or considered to be sound pedagogically. It depends very
much on the designer's experience and knowledge of pedagogy principles and theories.

At the other extreme, where the designer has access to highly complex and rich instructional
design tools or systems, like the prototype IDE [Instruction Design Environment] 2[IDE
Reference Manual, 1988] and Magpie"13, the designer is given a wider range of tools and more
specialised environments to work in. Such systems usually have the advantage of having better
information management capabilities, which help the designer to keep track of his/her plans,
subject content organisation and references. Such capabilities are important and essential.
Take IDE for example, it is a workbench for instructional analysts, designers and developers.
A number of tools are provided by the IDE for the purpose of instructional design. Tasks such as
data collection, task analysis, knowledge structuring, storyboarding, and script layout are
supported by the system. Such capabilities will definitely enhance the instructional design
process. Such useful capabilities can only assist the designer as far as information
management task is concerned. They do not, contribute to the pedagogy of the instructions
produced.

There are other side effects of having complex, powerful tools. One side effect is that such
tools can become hindrances to the main focus of the aesigner. The "value-added" capabilities
may sometimes serve to distract the designer and divert his/her attention from the actual task of
planning a sound lesson. For example, the designer may end up spending more time on
learning to use the tools rather than concentrating on his/her design work. He/she may also
spend more time trying out all the "bells and whistle? provided by the system.

Beside these authoring tools, there are systems like the existing advisory systems, which
provide static advice for the instructional design. They do not assist the designer directly in the
process. They are generally stand-alone systems. Many of them would be built on top of expert
systems [the latter which are normally simple rule-based systems]. Such systems typically pose
series of questions to the designer in a Socratic style. Depending on the designer's answers,
different advice would be given to the designer. One example of such advisory system is the
Hyper Tactics [Jonassen and Harris, 1991]. This kind of advisory system serves to help the
designer in the process of instructional design. Designers can still get effective advice and
recommendations through consulting these systems, since the pedagogical knowledge on
which they are based has been elicited from an expert instructional designer.

The only drawback, or rather inadequacy of this type of system lies in the very fact that they
are independent of the actual process of instructional design. The advisors are only capable of
rendering general advice. They do not include considerations of what the designer's actions
are, his/her situational goals, errors and deviations. The advisor can only assume that the
designer will take the advice and know how to apply it correctly. Moreover, effective
application of strategies in instructional design only occurs if the designer has done a proper
instructional analysis of the subject domain. The systems will not be able to correct or guide the

2 IDE was a prototype design environment built at Xerox.PARC by a group that included
Dan Russell and Dan Jordan.
3 Magpie" is a multimedia authoring software for computer-based courseware
development. It is built for the UK Acorn computer.
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designer on instructional analysis. Given that such systems only give advice based on what
the designer has answered in the series of questions it will be difficult to visualise how a novice
instructional designer can learn by going through the consultations. He/she cannot try out the
design and get the advisors to comment on it. The latter way of obtaining advice is a typical
example of how normal means of seeking/giving advice is done. Experts and novices often
work in this way in a non-computer environment. This active advisory aspect is absent in
consultation systems.

There are many good reasons to justify the employment of an authoring system, and an
advisory systems together. At present, in the training industry, there are strong demands for
fast production of training/courseware materials. The deployment of computers in industry
has also led to many training materials being delivered on computers. In order to meet the
demand for fast production of courseware, which at the same time, is pedagogically sound lies
in providing courseware designers with support in the aspect of writing competent and
pedagogically sound instruction. Many instruction designers will be experts in one or more
specialised field, that is, the subject domain, but very rarely are they experts in the area of
instructional design. Providing support will mean making available consultants or advisors
from whom sound recommendations and guidance can be rendered when necessary. Having
a human advisor [one who is an expert in instructional design] is ideal but such experts are
rare. Therefore, to compensate for this lack of experts in instructional design, computer-based
authoring tool should take on the role of supporting instructional design at the pedagogy level.

INSTRUCTIONAL DESIGN
Any advisory system must take an instructional design stance. Designing effective

instructions for the purpose of supporting the learning of an individual student is the ultimate
aim of instructional design. Many theories, practices and models been developed through the
past two decades. These may be considered formal approaches towards instructional design,
although few of them have not undergone any real testing and evaluation. Many existing
mdels are the result of adaptations made to other models to suit a particular learning
environment. The general tasks involved in many models are generic. For example, tasks
like the setting of instructional objectives and task analysis may be phrased differently in
different models but they are generally recommended steps to take. At the same time, it must be
noted that it is not necessary that learning theories are explicitly prescribed in many of these
instructional design models. We take as our starting point the Gagne and Briggs Model.

The Gagne and l3riggs Model
The instructional design model that is used in ISAAC is the model which is designed by

Gagné and Briggs [Gagne et al, 1992; Briggs, 1977]. The model is based mainly on the
systematic approach for designing instructions [Dick & Carey, 1990] and Gagngs conditions of
learning theory [Gagne, 1985]. The systematic approach to instructional design suggests that
instructional design should be conducted by means of a systems approach. This approach
basically includes a series of steps for the instruction design process and a feedback
mechanism at each step of the design for validation purposes. The steps include the analysis of
needs and goals, followed by the analysis of the instructions and entry behaviour. It ends with
an evaluated system of instruction that will test for success in achieving set goals.

In ISAAC, the systematic approach is simplified to emphasise instruction [adapted from Dick
& Carey, 1990]. the setting of instructional goals, the instructional analysis and the
instructional strategies steps. It has been suggested that the best way to design instruction is to
begin with the identification of the human capabilities to be established for training. Human
capabilities can be broadly classified into the five learned capabilities. Each of these
capabilities represents a type of capability to be learnt. Each of the type of capability, in turn, has
specific requirements that have to be met to ensure its effective learning. These requirements
are somewhat independent from the actual content of the subject matter [Gagne, 1991]. Specific
rules ( to be built into an advisor) can be applied to each category which will identify those
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external conditions that will best support the internal processes of learning of the respective
category of capability.

In fact, Hannum has interpreted these rules as structures [Hannum, 1988]. For example, for
the domain of motor skills, the structure is a linear sequence. For the domain of intellectual
skills, the structure is a network [similar to semantic nets]. For the domain of information, the
structure is likely to be a hierarchical or tree structure. However, according to him, there is no
apparent structure for attitude or cognitive strategies. The latter, in fact, is considered to be an
internal condition of the learner [Gagne et al, 1992]. In this way, these identified types of
learning outcome can be used to classify instructional objectives as well as to derive the
instructional plan [which is referred to by Gagne as the instructional strategies] for supporting
the learning. Since, it is often thgt a single course will contain more than one objectives, the
ability to classify these objective actually simplifies the instructional design process. The
Hannnm structures are appropriate to a structured advisory system. Before we describe in
detail, ISAAC, we need to consider the general principles of advice giving.

ADVICE GIVING
ISAAC attempts to support the process of advice giving. An advisory system requires

advisory knowledge, a term used by Carroll [Carroll, 1987; Carroll & McKendree, 19871. They
noted that within this advisory knowledge, there are three kinds of knowledge involved:

general skills
domain knowledge

a user model
Carroll and McKendree described the first type of knowledge as the skills required in

advice-giving. It includes strategies for giving advice [advice strategies] and communication
capability. By advisory strategy, it refers to the tactics of giving advice. The second kind of
knowledge, the domain knowledge, is the task-related knowledge. That is, it is the knowledge
or information which the user is advised on. It Corms the content of the advice. The third kind
of knowledge, the user model, is the knowledge about the user and the context and activities
which the user is engaged with. Taking Carroll's point of view, the design of a usable advice,
ideally, has to include all these three kinds of knowledge.

Different Approaches Towards Advice-Giving
There are different approaches proposed by various workers in this area. The approach

which is supported in this paper is that of Carroll & Aaronson and also that of Fischer.
General Skills
General skills refer to the strategies of advice-giving and the communication capability. A

typical approach towards advisory strategies is to adopt a single advisory style that offers little
or no empirical rationale. One such approach is the Socratic style of question-answer; another
approach adopts the learning-by-doing environment. In the case of the Socratic style, the system
poses questions and the user is expected to answer or vice versa. This approach will result in a
system-driven [system-controlled] dialogue where the user is directed and passive throughout
the session. Giving the system the control of the dialogue may actually undermine the usability
of the system. Moreover system-controlled advisors rarely include explanations or checks that
the user really understands or applies the advice.

Learning-by-doing environment, on the other hand, is quite different from that of the
Socratic style. In this approach, the dialogue is user-driven or user-controlled. The user
initiates actions and the system compares the user's actions to that of an expert. It then
formulates feedback based on the comparison. Having such capability to design feedback
according to user's actions will imply more demanding requirements than that of the Socratic
style. The system must know all the implications of a user's action with respect to an expert
action, as well as the significance of any potential departure from the experts action. However,
this approach does not typically capture general knowledge about strategies for error correction.
Both the Socratic style and the learning-by-doing approach lack any real empirical testing and
validation.
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Clearly, in these two approaches, the strategies are ra- .; explicit from the domain knowledge.
They merely form part of the system code. In contrast t ) these two approaches, Sleeman and
Brown [1982] along with many others in the ITS field indicated the importance of making the
advisory strategies explicit. Parallel to their ideas is Clancy's claim for the separation of the
domain knowledge from the advisory strategies. Fischer [Fischer et al, 1985] advocated yet
another approach for advice-giving. They recognised the need for a variety of advisory
strategies. Advice strategies, according to them, can be classified into two broad categories, the,
passive strategy and the active strategy. Passive strategy means that a system only gives
advice when the user requests it; that is, it is user-initiated. Active strategy, on the other hand,
is system-initiated; the system, at certain points of user's actions, renders advice to the user
without the user's requesting for it. This intervention by a system is a crucial aspect of advisory
systems. Here the locus of control is with the system.

In most systems, the use of passive advice is more frequently used than active advice. One
obvious reason is that the active strategy demands the system to be capable of discerning the
implications of each and every user's action in order to know when to give the advice. There
are two implications of this capability: first, it means that the system needs to recognise the
user's intent and plan of action in order to provide appropriate advice. The inference of intent
is still [ and will probably remain ] a "black art". Secondly, since the usual time for giving
advice is when an error or a potential error is committed the user, the system needs to know
what actions constitute an error or a potential error. The system needs to reason about the user's
behaviour and also his/her goals [Fischer et al, 19851. Knowing user's intent and ability to
reason about it are both difficult and controversial issues. Carroll and Aaronson observe in
their experiment on Smart Help [Carroll et al, 1988], that the user's goals are in "constant
fluctuation". It is difficult therefore for the system to "guess" what the user intends to do

Domain Knowledge
In most instances of any advise or help facilities, there is a need to include domain

knowledge. The difference among various approaches normally lies in the different levels of
emphasis which are placed on the design of the content on the advice. In more recent
approaches, there is a trend for context-sensitive advice and help alike. This implies that the
advice will have to designed to incorporate, not only the domain knowledge appropriate to the
context but also the right amount of knowledge. This makes ISAAC's design more complicated
and demanding. Carroll et al pointed out several issues relating to the aomain knowledge.
These issues include the psychological pertinence issue, the issue of multiple representations of
advice and the grain of analysis. The psychological pertinence issue outlines the need for the
system to represent its knowledge as people know it [Fitter, 1979]. This issue actually calls for
the interpretation of the user's actions with regard to his/her intention. This area of concern
involves other aspects such as the human cognition and the computational knowledge
techniques.

The idea behind multiple representations is that it seems it is necessary to represent any
domain in multiple ways [Fikes, 1981; Stevens et al, 1982; Spiro et al, 1991] so as to provide
enough flexibility to support effective advising. Multiple representations could include rote
description, functional description and procedure teleology description. Another way of looking
at mult-Iple representation is the need to consider different levels of knowledge to be presented in
the advice [Lloyds, 1990]. According to Lloyds, there are in general two levels: the near transfer
knowledge and the far transfer knowledge. The availability of any of the two levels of
knowledge to the user, is dependent on individual user differences.

The grain of analysis, according to Carroll et al, is an issue referring to the issue of how
little domain knowledge, and at how large a grain, is optimal. There have been different views
on the grain size of the domain knowledge to be represented. The traditional view is to
incorporate as much knowledge as possible in an advice; the current trend, however, emphases
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representing scenarios to classify user situations and setting the grain of the advice at that level
[Carroll and McKendree, 1987].

User Models
There is a growing demand for context-sensitive type of advisory systems. Context-

sensitive advice can also be considered as individualised advice. To provide for such advice,
ISAAC needs to monitor and analyse user activities. There have been few approaches
developed. Examples of these approaches include the use of the normative user model ,
vocabulary analysis , behaviour analysis and individual differences. One example of the
normative user model is the training wheels interface [Carroll and Carrither, 1984]], which
makes use of an assumption that new users of a word-processing application do not require
vecific advanced system functions. This assumption is based on an evidence that new users
often access advanced system functions by mistake and they often ended up confused and
distracted. Vocabulary analysis is used to deduce the user's skill level [whether he/she is a
novice or expert] through his/her vocabulary usage [Rich, 1983]. Here, keywords are analysed.
Yet another way to deduce the user's skill level is to examine the user's behaviour during the
entire task. This would require the monitoring and evaluating the user errors. In one
instance, this is carried out by using stored prototypical error patterns as the user models
[Coombs and Alty, 1984]. This latter approach is more complicated and it is also, at the same
time, being implicated by an established area of work, bug analysis theory. The issue of
individual differences is a difficult one. Although catering of advice according to individual
differences is a consideration of undoubtedly immense importance for advice-giving system,
it is presently still an undeveloped area [Carroll et al, 1991].

Other Approaches Towards Advice-giving
Another type of approach is one that tends to place more emphasis on the presentation levels of

the advice and help. The approaches mentioned so far have not included any direct emphasis
on issues like screen layouts and presentation. This particular of approach generally provides
more insight and considerations to the aspect of the presentation. There is a tendency to classify
this approach as an approach for the interface design. However, they can still be considered to
belong to the advice-giving domain as they are very important factors for the usability of the
advice. One example of this approach can be seen in the implementation of an on screen help for
a library data base system [Sau le]. Beside some brief references to the knowledge
considerations, a lot of emphasis have been placed on the presentation level. This approach
outlines several considerations which otherwise may be ignored. As compared to other
approaches, this approach may seem more triviel in the aspects it emphasises. However, it does
address some aspects of advice [and help] which are contributing factors to the usability of
ISAAC.

What Do We Really Know About Advice-Giving ?
In most existing advisory system only a single style is adopted with no explicit usage of

advisory strategy. Even with the strategies proposed, as in the examples outlined these
strategies are seriously lack empirical validation. By and large, the trend in advice giving is
towards providing 'usable' advice. Usable advice refers to having advice which is meaningful
in the context of the user's task, while it is given at appropriate time. Such an advice will
require more demanding capability, such as the capability to track user's plan, modify advice
based on user's feedback, reason about user's actions and apply and understand natural
language in the communication with the users. There are many considerations to be taken in
the design of' an advisory system. For ISAAC, only a few of' the strategies outlined here are
actually implemented. One of them involves the provision of the procedural and conceptual
levels as proposed by Lloyds. The provision of both active and passive advice, as suggested by
Fischer, is implemented in ISAAC, although some of the strategies suggested for the active
advice, like the min-message-delay and the max-message time, are not used in ISAAC. Only
the immediate feedback strategy is used. The last strategy used in ISAAC is the choice of
language and terminologies used in the advice message itself. This strategy governs the way
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the advice is being phrased and it ensures that unnecessary use of instructional design or
computer jargons are avoided.

INSTRUCTIONAL ADVISORS
In this section we review briefly some of the work that has been carried out with instructional

advisors. 4
IDE
The Instructional Design Environment [IDE] [IDE reference manual, 19881 is a workbench

where a collection of tools is provided for the instructional design task. These tools aim to
simplify the job of an instructional designers by assisting him/her in the different aspects of the
instructional design task. The different aspects include data collection, task analysis,
knowledge structuring, storyboarding and script layout. Basically, IDE assists the
instructional designer in the information management aspect of the design process. It is built
on Note Cards. Collaborative group work is supported by this system, making possible the co-
ordination of instructional design in a team. The functionalities of IDE include the capability
to manage large amounts of data, the provision of representations of task and domain analysis,
the ability to organise the content of a course and the capability to sequence the instructional
material for delivery. The goal of IDE is to minimise the time and resources required to
develop instruction and improve the consistency and quality of the instruction. IDE may
possess the necessary tools for information management and may also reduce the time to
develop the instructions, but it does not provide the tools for the ensuring of the quality of the
instruction. One reason is obvious; IDE is neither theory based nor model based.

Expeit
ID Expert or Instructional Design Expert [Wilson, 1990/91] has been developed for the Army

Research Institute by Merrill and Zhongmin Li of Utah State University and Human
Technology, Inc [ e.g. Jones et al, 1990]. It is implemented using HypercardTM from Apple and
Nexpertrm from Neuron Data for the MacintoshTM. ID Expert is an expert system that is
capable of providing support specifically on the subject matter and authoring environment. It
is also capable of reasoning about the information it collects from the user using the rules stored
in a knowledge base. It begins by collecting information about the subject content, the goal and
attributes and compiles these information into a coherent instructional strategy. Unlike IDE,
ID Expert is model-based. It is based on the elaboration theory proposed by Reigeluth and Stein
and component design theory for developing micro-level strategies by Merrill. In this way, the
system is capable of providing the designers more specific and conlrete support for the planning
of instructional strategies based on the learning outcome. However, ID Expert is content
specific and it operates in a batch-mode. ID Expert is capable of recommending advice on
strategies only after all the information are given to it. It is not an active advisor.

IDD Advisor
The IDD Advisor or Instructional Design and Development Advisor [Wilson, 1990/91] is

designed to provide support for intelligent job aid for instructional designer, teacher, or course
writer in the process of instructional design. It also provides an intelligent front-end to a data
base that contains the components of the instructional sequence being developed. IDD Advisor
makes use of sets of rules in a rule-based expert system to guide the user in the instructional
design and development process. The rule sets include those rules that will assist in specific
tasks like performance analysis and needs analysis. These tasks are further divided into sub
tasks such as task analysis, objective writing, write test items, instructional design and media
selection. At each of these sub-tasks or tasks, the advisor will help the user to identify the
required information or techniques. For example, in the task analysis sub-task, the user will
be assisted in the selection of the most appropriate task analysis technique.

4 See also Hobbs, 1990; and Korionos, 1991.
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This system has, to some extent, some basis of theory in it. For example, the task analysis
techniques that the advisor will recommend to the user are based on that proposed by Jonassen,
Hannum and Tessmer [Jonassen et al, in press]. The entire design and development process
follows a certain order which, in some ways, is pretty similar to that of the systematic approach.
The entire system has been developed for the personal computers [IBM or compatibles]. The
system, as a whole, seems to be a good tool for instructional design. However, there does not
seem to be any indication that this system can become a learning tool for a novice designer; that
is, it is doubtful as to whether this tool will allow novice designers to gain some insights and
understanding to the actual design process, especially the instructional analysis and
instructional strategies. As the system's knowledge base is built using a rule-based expert
system shell, VP Expert, the kind of advice and explanation provided by the system will most
probably be in the form of "rule dumping'. That is, the design of the advice and explanation
will be limited to the capability of the expert system shell it employs.

ODE
ODE is one of the NESTOR5 tools, which were developed for the purpose of computer-based

authoring. It is a structure editor which is designed for instructional analysis. ODE has been
designed to function together with the other NESTOR tools. In the functional specifications of
ODE it will be linked to a central library where all the information about strategies will be
found. At the same time, ODE will be integrated with the resource management module that
will enable the selection of media and resources. It is important to note that ODE has an implicit
design model embedded. This is the system designed by Home and called Information
Mapping. As ODE is developing no further details will be provided here.

Hyper Tactics
Hyper Tactics [Jonassen] is a built on HyperCard Tm and Level 5TM expert system shell. It is

an advisory system that provides advice for the planning of instructional strategies.
Hyper Tactics functions mainly by presenting a series of questions to the user. On the basis of
on the answers collected from the user, the system reasons using this information and infers
appropriate strategies for the user. At every step, it provides explanations i he form of "canned
text" that explains the definitions of terminologies and context from a perspective of the
instructional theory. HyperTactics has been designed to be a stand-alone advisory system. It
is not integrated with any authoring tool. It only provides advice based on the information
[answers] which the user gives to the system. It is clearly model-based; it begins with the aim of
trying to establish the type of learning outcome [hence, performance objectives] for the course
and it ends by asking about the type of media or presentation the user needs to use. It follows the
systems approach. Being a stand-alone system it has some disadvantages. It is not capable of
assisting the user in the actual process of the design and development. It is not context-
sensitive. It can only "trust" that the user will understand its recommendations and apply them
correctly. It does not assist the user beyond providing the recommendations on strategies. The
user will have to work his/her instructional design using some other tools. However,
HyperTactics is trying to provide sound advice to the users without taking the control from the
user. It can be contrasted to ID Expert, at the other extreme, which takes the entire design control
out from the user's hand.

CONCEPTUAL DESIGN OF AN ADVISOR
Information [and Knowledge] Modelling
One part of the conceptual design in ISAAC is to study and analyse the gathered information

to gain a deeper insight and understanding into the process of design. This process involves
two types of information : [1] information gathered from the task analysis, [2] knowledge
extracted from Gagné-Briggs instructional design model. The latter form of information is
needed for the development of the knowledge source which is required by the system in the
advice-giving process. In the design of this prototype, only a subset of the instructional theory

5 See the paper by Skyes et al in these proceedings for details of ISLE and the Nestor tool
set - ISLE: a collaborative project to build an Intensely Supportive Learning Environment
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will be used. The information modelling is done by taking each high-level task and analysing
the information involved. There are two high-level tasks in instructional design, which are:

the instructional analysis task, and
the task of applying instructional strategies.
Instructional Analysis
In general, the typical input to an instructional analysis process [IA] contains the following

information:
training requirement
subject matter

0a student model.
Usually, during the course of deciding the instructional objective, the designer will also

plan for the training requirement. The latter typically consists of data like the level of training
required, entry prerequisite, length of training needed and so on. Such information are
important and it must be noted that all of them do not necessary involves planning; they could be
fixed beforehand. Nevertheless, all these information will contribute to the designer's task of
writing the instructional objective, but one of the most vital part of this activity of writing the
instructional objective is the deciding for the type of learning outcome of the course. The type of
a learning outcome may be classified by one of the five types of learning domains defined by
Gagne [Gagne, 1985]. The subject matter, on the other hand, constitutes the instructional content.
The components of the instructional content are identifiable by specific types which relate to
specific learning outcomes . The types can be a rule, concept, part-skill or fact. One of the five
learning outcomes is actually itself an intellectual skill. There is a special relationship
between the "intellectual skills" and the "cognitive strategies". The cognitive strategy is a
special kind of intellectual skill, with particular importance to learning and thinking [Gagne
et al, 19921.

The instructional analysis will result in an organisation of the instructional content into
certain structures [which has been termed knowledge structures], depending on the type of
learning outcome. These structures have been broadly identified to Iv :

linear, sequence structure
tree structure
graph or network structure [Hannum, 1988; Venezky et al, 1991]

The components of the instructional content relate to each other in certain ways. According
to Gagne's theory [Gagne, 1985], the way which the components relate to each other depends on the
type of learning outcome defined in the instructional objective. Information relating to the
student model can also be attached to the instructional objective. However, the student model
will require more complex analysis and representation than information, like the training
requirements.

CONCEPITAL DESIGN OF ISAAC
The conceptual design provides the necessary framework on which the detailed design can

be built. This conceptual design gives a high-level, abstract models of both the architecture and
the working of the system.

Knowledge Representation of ISAAC
In summary, the use of objects have enabled a natural means of modelling of information.

Object-oriented represented not only provide a flexible means by which information related to
an abstract/physical item to be easily attached to the item, but it also allow other procedures such
as those constraints to be attached easily. With the capability to incorporate procedures such as
constraints allow automatic checking to be carried out. This is both a natural way of
incorporating the instructional design model together with the tasks, as well as, a convenient
way of dealing with checks and controls. Finally, this knowledge representation as seen in the
prototype provides the basic framework on which other parts of the instructional design
knowledge could be added in the future system.

Architecture
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The architecture of the prototype version of ISAAC retains most of the features as the initial
conceptual model. The diagram below depicts the top-level architecture of the prototype.
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Top-Level Architecture of ISAAC prototype
In ISAAC, graphical interface is used for the writing of all the inputs such as the

instructional goal and the instructional components. In this interface, there are simple graphic
tools where the user can create nodes [goals/components] as well as links [relationships]
between nodes. He/she may delete any node or link at any point of time. Direct manipulation
interaction style is employed in the user interface. The parser is the same as that described in
the conceptual design. There are several ways to design this plan recogniser. The first way
[using pre-stored plans] demands that all the possible plan models be defined. It is not possible
in the context of designing an instructional design, as there are numerous number of possible
designs and variations. The second [using DCG rules] and the third option is using production
rules . One difficulty is to design ways to check for violations of the instructional theory. The
last option [using constraints] was adopted because it provides a more natural means to design
the plan recognition. Conceptually, the plan recogniser and the knowledge base are separate
entities. However, since constraints are used to monitor the deviations and trigger the advice
generator, the constraint mechanism essentially functions as the plan recognilser. Therefore,
because of this representation, the "plan recogniser" [the constraint mechanism] are part of the
knowledge base. The advice generator remains as a separate entity as described in the
conceptual design. The advice generator uses several strategies. The strategies used are:

use of common terminologies and technical or instructional design theory - jargon is
avoi ded,

*provide two levels of advice,
*one level corresponds to the procedural aspect of the task,
*another level presents the conceptual level of the task.

In ISAAC, the advisor will always present the procedural level of advice to the designer.
Only when the user wishes to read the conceptual level explanation, it will be presented.
"Canned text" is used for all the advice and explanation. Therefore, instead of actually
generating statements of advice for the user, as suggested in the conceptual design, the advice
would search for the appropriate text for the display. However, the advice generator does some
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contextualisation of the text to suit the actual context which the user is working under. For
example, it extracts certain information such as the names of the objects involved and the type
of errors committed and add these information into the advice. However, it does not take into
account of the states as mentioned in the previous conceptual design. This advice generator, is
therefore, a simplified version of the conceptual advice generator.

The Usek Interface Design
An attempt is made to model the designer's normal way of carrying out instructional design

while, at the same time, incorporate the instructional theory together in the model. This is
extremely difficult and tricky. There are instances when the two conflict. For example, as
mentioned earlier in the requirement analysis, one intuitive way by which the designer works
is not to write the instructional objective explicitly. This conflicts with the theory that demands
the explicit recording and careful planning of the objective. Therefore, one strategy is
employed: that is, the instructional theory will always override the user's way of carrying out
the instructional design. This is chosen since ISAAC is model-based. The previously stated
specification are all fulfilled in the interface design. The following sub-sections will present
the overall presentation of the interface [giving examples of sample screens) and the aspect of
designing the dialogue control and flow.

Presentation/Screen Design
The presentation of ISAAC has been designed to match those of the MacintoshTM user

interface. It will provide a familiar working environment for users who already have
experience with the Macintoshrm. For the novice users, the user interface will not pose a
problem as the interaction style does not, as far as possible, require the users to remember
commands or complex key strokes. The point-and-click form of interaction is relatively easy
to learn and apply. The following diagrams present sample screens from the system.
Presented are the windows [or contexts) which the user will be working in, as well as a screen
showing the activation of the advice.
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Paerface for instructional analysis task.

Note the the screen for the instructional analysis, on the left-hand side of the window is the
tool panel where the designer can select tools for the creation/deletion of the instructional goal.
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Dialogue box for the advice.
The figure above shows the advice dialogue box, where it shows the two option buttons, "Why

the advice..." and the 'Why it is incorrect...". These two options give the designer more
information regarding the advice given.

Instructional Strategies
The task that involves the application uf instructional strategies are evoked by the selection

of the "Instructional Strategies" tool in the "ISAAC MAIN" window or the menu option,
"Instructional Strategies", from the "Go To ..." menu. Upon entry into this task, the designer
will be prompted to select one instructional strategy to apply. Subsequently, the user is presented
a help dialogue box to guide the him/her in the procedure of sequencing. It is desirable to give
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the user an option to set this help on or off for the next entry into this task. However, for the
purpose of the prototype, this is not implemented.

With your completed knowledge structure, you may
apply an Instructional strategy on It.

Simply select ONE of them from the menu.

arsimimmw
Contentualising Instruct
Present end cue lesson c
Wielding learner roc*
Rssessing learning It

OK ( Elaborate ) ( Cancel )

The help dialogue box is presented when the designer selects the "instructional Strategies" tool.
Once again, the designer can make use of the tools presented in the tool panel to sequence

his/her knowledge structure. As the user sequences the components, the components are written
into another window, the "Sequencing List" window. This window serves to record what the
designer has done in text form. This means that the designer will be able to print the sequenced
instructions onto a hard copy for future usage and reference.

Advice-giving
The advice-giving is evoked when the system detects a deviation in the user's action from the

instructional design principles. Once the advice is called, it will present a dialogue box which,
upon entry, shows only the procedural aspect of the advice. By procedural, it refers to the actions
which the designer may take in order to correct his/her mistakes. It does not include
explanations of why the procedures are recommended and what theoretical basis these
procedures are based.
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Continue

The advice dialogue box, showing the options for further explanations to be displayed
For explanations as to why the advice is given and what theoretical explanations, the

designer/ user will have to select the buttons provided in the dialogue box. The designer can
exit from the advice mode by selecting the "Continue" button and He/she can resume his/her
previous task or make the necessary amendments.

No details are provided here of the implementation of ISAAC. It has been built using
MacPrologTM and its F1exTM sub-system. (for details , see the MSc thesis by Lai-Mui Ching)

EVALUATION
Evaluation of ISAAC used experts [university teachers] and novices [postgraduate students].

The approach has been to take a critical HCI approach to the task. Full details are not given here
however, our evaluation has discovered some interesting but expected outcomes. 6 Some of the
findings have been encouraging. For example, generally, the interface has been easy to use.
The aspect which are "problem areas" is mainly due to two aspects: the notion of an active
advisor and the instructional design model. The former is still a real research subject; the
interesting finding is that the subjects do not really understand the role of an advisor, which has
been assumed otherwise in the literature. This could be be attributed to the advisor being a
machine, not a human being. The employment of one instructional design model in the
system, as expected, did pose some acceptance problems. Unless the users are fully convinced of
the model or theory, they are hesitant in accepting and following the advice.

Issues and Probbms
Amidst of the entire design and development process, there are numerous problems and

issues. Some of them have been solved, one way or another; some of them, however, are either
beyond the scope and time constraint of the project or beyond the capability of the
software/platform to handle.

These issues and problems can broadly be classified into four categories:
instructional design theory
the current state-of-the-art of advice-giving

6 See the MSc thesis by Lai-Mui Ching, Heriot-Watt University, 1992, " ISAAC: An
Instructional Design Advisor for Computer-based Learning
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environment/language for the development of the prototype
technical issues and constraints
Weakness of the Gagné-Briggs Model
Instructional theories are not without weakness. Like many other theories, the Gagne-

Briggs model lacks rigorous testing. [Andrews et al, 1991]. The instructional design model
proposed is based on a number of assumptions, many of which are not tested or accepted by the
experimental subjects. In addition, there is still not thorough understanding of all the learning
outcomes described by Gagne. Out of the five learning outcomes, only the intellectual skill is
widely accepted.

Current Stateof-the-Art of Advice-Giving
There is still a serious lack of empirical testing and validation of the advice approaches used

by ISAAC. There is also the problem of the current technology in implementing advice

strategies. This is a multiple-disciplined area of interest. There is, at present, no simple way
of implementing a context-sensitive advisory system, especially in the active type of advice-
giving facility. The present state-of-the-art of plan recognition and natural language
understanding have provided the ultimate solution to the understanding of user's actions and

plans.
Technical Issues and Constraints
Most of the technical issues and constraints arise from the usage of MacPrologTM and its

Flex"' sub-system as implementation tools. Some of the problems arise because the Flex"' sub-
system, for example, it is not a fully object-oriented system. The frame sub-system gives an
additional feature to the production rules system, where the latter is more prominent and
complete in the FlexTM system. The few issues encountered include the following:

*the FlexTM system does not provide the full environment for the handling of objects and
constraints. The whole structure for object representation can be considered to be basic. For
example, constraints that are defined for a frame [equivalent in concept to a class of an object
system] are not inheritable in its sub-frames or its instances. This result in the duplication of
efforts in trying to define constraints for each instance of the frame.

there is no support in the saving and loading of the frames and instances that are defined by
the users. This is an important feature [the saving and loading of the designers work] to have

but in order to achieve it, an explicit routine has to be written to capture all the dynamically
created instances, together with their attributes and constraints. At the same time, the graphic
objects on screen are not linked directly to their corresponding instances defined. This routine

not only have to capture all these information, but it also have to write these information in a
form which can be parsed when it is loaded. It has been a very time consuming task to
implement this routine.

CONCLUSIONS
The prototype of ISAAC has been developed to demonstrate the possibility of introducing an

advisor into a computer-based instruction design system. Despite its limited scope and
capabilities, this prototype system carries within itself, a highly useful, feasible and interesting
structure that can be used to produce a system useful to instructional designers at large.

Extension to the Present Knowledge Base
The present knowledge base can be extended to include the rest of the instructional model

which have not been included yet. The object representation can be used for representing these
knowledge in the same way as the rest of the knowledge. It must be mentioned here that the
representation of the rest of the knowledge was not the most difficult task. The most difficult

task was the extraction of the knowledge fr&rn the instructional design theories.
Shell to other instructional design theories
The system ISAAC has been desi -ned using the similar idea as that of an expert system,

where the knowledge base is separated from the inference engine. Here in ISAAC, the
knowledge base, which contains the frame definitions [together with its attribute and
constraints] can be replaced by another knowledge base containing a totally new set of
knowledge. The amount of effort that will be involved to replace the present knowledge by
another knowledge will be small. The only consideration perhaps, will lie in interface. The
input should be graphical inputs

354



From frames to objects
Perhaps, one improvement for ISAAC's knowledge representation could be to transfer the

present FlexTM frame structure to a true object-oriented environment, like the Prolog++ or KEE
[Knowledge Engineering Environment], since the Flex"' system does not provide a complete
object-orient4.cl environment. With a complete object-oriented environment, some of the
constraints which are faced when using the frame sub-system of FlexTm can be overcome [ for
example, the support for dynamically created objects and wieir instances].

Extending the Advice-Giving
There are many ways in which the present advice-giving capability can be extended:
Batch Mode
Beside having an active advisor trailing the path of a designer and giving advice along the

way, a batch mode feature could be added. In batch mode the designer may switch the advisor
off and carry out his/her design. Later, he/she may get the advisor [which is switched off] to
"compile the design. This compilation will produce any comments and recommendations,
just like those produced by the active advisor. Batch mode has the advantage where the designer
is not interrupted by the advisor during his/her design work, and at the same time, He/she can
get some feedback on the design that is constructed. The disadvantage of this feature would be
the designer may be tempted to finish the entire design before allowing the advisor to "check" it.
This could result in enormous amount of comments or recommendations which could be
discouraging to the designer, especially if He/she is still a novice in this area. At the same
time, with so much comments to assimilate and so many corrections to make, it may not be an
effective way of giving advice.

Multimedia and Hypermedia Inclusion
In the present advice, all the advice messages and the explanation messages are textual.

This could be extended to include the use of new technologies such as the multimedia and
hypermedia capabilities. In the simplest form, a static graphic could be used to illustrate
templates of instructional design plan. Hot-spots could be used on individual words, phrases or
chunks of text in order to provide linkage to related references or text or even graphics. This is,
in effect, using the hypertext and hypermedia capabilities in the presentation of the advice. This
will be a useful feature, especially for those who wants to explore instructional designing
through the use of the advice facility. It will be a more effective learning tool than what it
presently can offer. In addition to the above capabilities, multimedia capabilities could also be
incorporated. Animated or motion picture clips could be used to demonstrate the examples given
in the advice more effectively. Therefore, any extension to the presentation of the advice will
greatly enhance the capability of the advisor for the purpose of learning and exploration.
Complex features like those of multimedia will be useful to have if there is a high priority to
employ the advisor in the teaching and learning instructional design.

What-Ifs
This is a feature which is similar to many simulation programs. It would allow the designer

to "try" different alternatives and obtain feedback immediately. This will enable the
designers to learn about the application of the theory by trying to apply them and ietting
"corrections" after each try.

Dynamic Generation of Advice
This is an extremely useful capability. Using of canned text restricts the context-sensitivity

of the advice content. The advisor will be able to give better, higher context-sensitive
recommendations and corrections if it has the capability to generate advice dynamically for a
particular context. This capability is, unfortunately, an entire research subject on its own and
must await further developments.

Natural Language
Natural language will be employed especially in the dynamically generated advice. As the

system generates an advice, it will have to formulate the advice in such a way that it is
grammatically and pragmatically correct [assuming the natural language refers to the
English language]. Natural language capability can be used to extend the advisor to be able
accept query from the designers in the form of a natural language sentence and to generate an
advisor in the similar form.

Summary
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The idea of having a computer-based authoring system running with an on-line active
advisor has been demonstrated in the ISAAC. Despite being a prototype system, it carries
within itself a vision about the future authoring tools. Its structure and design can be extended to
become a complete, usable and powerful authoring system. Alternatively, the idea that ISAAC
has can be incorporated into existing authoring environments to enhance their capability in the
pedagogy level of support. It must be noted that the solution of providing an advisory system in a
specialised context, can be extended in many ways. There is no one simple, direct solution,
which one may be tempted suggest. This is so partly due to the complexity that is involved in the
pedagogy aspect of instructional design, and more so due to the need to develop a system that is
usable, extensible and versatile system.

There is a place for an advisor in the context of the instructional design. ISAAC has
demonstrated both its feasibility and the related issues. Issues, like those of the advice-giving
aspect, are inevitable. While still recognising the existence of these issues, the idea proposed
in this project can be extended using whatever techniques that are available into a usable
system.

...i.,....1
356

r



Reference.

Andrews, D.H & Goodson, L.A. 1991, A Comparative Analysis of Models of Instructional
Design. Anglin, Gary J. [Ed]. 1991. Instructional Technology: Past, Present and Future.
Librarians Unlimited Inc.

Briggs, L.J. [Ed]. 1977. Instructional design: Principles and applications. Englewood Cliffs,
NJ: Educational Technology Publications.

Carroll, J. M. et al 1987. The Minimum Manual, Human Computer Interaction, 3, 123-153.
Carroll, J.M. & McKendree. 1987. Interface Design Issues for advice-giving expert

systems. Communications of the ACM, Vol. 30.
Carroll, J.M. & Carrither, C. 1984. Training Wheels in a User Interface. Communications

ACM, 27 [8].
Carroll, JM & Aaronson, A. 1988. Learning by Doing with Simulated Intelligent Help.

Communications of the ACM, Vol. 31, pg 1064-1079.
Coombs, M.J. & Alty, J.L. 1984. Expert systems: An alternate paradigm. Int. J. Man-

Machine Studies, 20.
Dick, W & Carey, L. 1990. The systematic design of instruction. 3rd ed. Scott, Fore:man &

Co.
Fikes, R.E. 1981. Automating the Problem Solving in Procedural Office Work. AFIPS

Office Automation conference, Houston, TX.
Fitter, M. 1979. Towards more "Natural" Interactive Systems. Int. J. Man-Machine

Studies, 11.
Fischer, G, Lemke, A and Schwab, T. 1985. Knowledge-based Help System, CHI '85

Proceedings.
Gagne, Roberts. 1985. The conditions of learning. 4th Ed. New York: Holt, Rinehart and

Winston.
Gagne, R.. 1991. Analysis of Objectives. Briggs, L.J. & Gustafosn, Tillman. Instructional

Design: Principles and Applications. Englewood Cliffs, NJ: Educational Technology
Publications.

Gagne, R & Briggs L & Wager W. 1992. Principles of Instructional Design. Library of
Congress Cataloguing-in-Publication Data.

Hannum, W. 1988. Designing Courseware to fit subject matter structure. Jonassen, D.H.
[Ed]. Instructional Designs For Microcomputer Courseware. Lawrence Erlbarum Associates,
Inc.

Hobbs, D. J. 1990. Second-level design of a knowledge based educational advisor,
Educational Training Technology International, 27,2,216-223.

IDE Reference Manual. Xerox Corporation. 1988.
Jonassen, D, Harris, N. 1991 Analysing and Selecting Instructional Strategies and Tactics.

Performance Improvement Quarterly, Vol. 4.
Jonassen, D & Hannum, W & Tessmer, M. [in press]. Handbook of task analysis

procedures. New York: Praeger.
Jones, M. K. Li, Z. and Merrill, M. D. 1990, Domain Knowledge Representation for

Instructional Design. Educational Technology, October.
Korionos, A. 1991. The development of an instructional design expert advisory system

(IDEAS), Interactive Learning International, 7,3,259-260.
Lloyds, E. 1990. How Learner Characteristics can mediate the effects of giving conceptual

details during training. Human-Computer Interaction - INTERACT '90
Merrill, M.D. Winter 1987. Prescriptions for an Authoring System.

Based Instruction,
Vol. 14 [1].
Rich, E. 1983. Users are Individuals: Individualising User Models.

Studies, 18.
Saule, M.R. n.d.
Type H for Help: On screen Help as a 'reaching Tool

357

Journal of Computer-

Int. J. man-Machine



Spiro, R.I., Feltovich, P.L., Jacobson, M.J. & Coulson, R.I.,., 1991 Cognitive flexibility,
constructivism, and hypertext: random access instruction for advanced knowledge acquisition
in ill-structured domains, Educational Technology, , 31,5, 24-33

Shrager, J, & Finin, T. 1982. An Expert System that Volunteers Advice, AAAL
Sleeman, D. and Brown, J. S. (Eds) Intelligent Tutoring Systems, Academic Press.
Stevens, A & Collins, A. & Goldin, S.E. 1982. Misconceptions in Students' Understanding.

Intelligent Tutoring Systems. Sleernan, D. & Brown, J.S. ed. Academic Press, New York.
Venezky & Richard & Osin. 1991. The Intelligent Design of Computer-Based Instruction.

Longman Publishing Group.
Whitaker, Elizabeth T. & Bonnell, Ronald, D. Vol 1, No2, 1990. Plan Recognition in

Intelligent Tutoring Systems, Intelligent Tutoring Media.
Wilson, Brent G. & Jonassen, David H. Automated Instructional Systems Design: A

Review of 'Prototype Systems. Journal of Artificial Intelligence in Education, Vo12 Winter
90/91.

3 7,j 358



Computers and Visual Databases:
Designing Open systems for Flexible Image

Cataloguing

G.F. McLean .Uyatt
Mechanical Eng. History in Art

University of Victoria
Victoria, British Columbia, Canada

In Art History, large quantities of image data are stored and referenced in 'slide libraries'.
These libraries are central repositories of image collections It form the basis of Art History
research, and that can be accessed when teaching about art and its historical context. Just as
physical laboratories form the essential backbone of a technical education so the slide library
can form the essential framework from which Fine Arts educators build their program. In
this paper we describe the design of a system which has been developed to provide new
ways of associating contextual historical information with images. The system is based
upon flexible, dynamic linking between database objects presented to users in an entirely
visual way.

Universities worldwide have a resource of enormous potential in the form of large numbers
of catalogued 35mm slides. However, the prevalence of 35mm emulsion-type slides leads to an
array of technical and logistical difficulties which detract from the usefulness of this resource.
The frailty of the slides and the ease with which slide projectors damage them require that
the slides be treated as rare commodities rather than available resources. Therefore, allowing
access to slides must always be a compromise between opening the holdings for unrestricted
viewing that could damage the slide, and protecting the holdings for their archival value.
Apart from preserving the physical quality of the slide, the technology poses other, more
profound, barriers to teaching (Wyatt, 1993):

The existence of only single copies of slides makes student review difficult.

Images can only be compared using an expensive viewing room containing multiple
slide projectors.

In a classroom setting, an instructor must. pre-determine the set. of slides that will be
shown, in a roughly sequential order, thus reinforcing the power relationship between
professor and student, and certainly not encouraging any sort of spontaneous classroom
discussion.

The introduction of digital imaging technology and hyper-media systems to access these
image data promises to change this status quo access to images:

A digital version of a slide can be copied easily without loss of quality.

It will never decay.

It can be shared betw?en users who are remote in space and time.
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The digital version can be logically associated with a rich array of catalogue or other
descriptive data.

Not only does the use of digital imaging technology and hyper-media suggest an obvious
transposition of the slide library from being film-based to being image-based, its introduction
suggests technical and logical advances which can serve to radically change the role of visual
images in arts education. Whereas the slide itself was previously inseparable from the image
contained in the slide, the use of hyper-media makes the image independent of the medium
on which it is displayed. Thus the image becomes safe to use, ubiquitously available, easy to
obtain and inexpensively propagated. In short, the transition to hyper-media based systems
using digital imaging breaks down the barriers caused by conventional technologies that
limit the utility of the slide library.

The system described in this paper introduces a new and subtly different concept con-
ceining the r ganization and retrieval of images. Whereas some may view the computer
slide library as simply a fancy form of slide projector (,therefore carrying with it all of the
limitations in learning etc. posed by the slide projector), we wanted to design a system
which would 'draw people in', encourage them to explore, to share ideas, to `own' the im-
ages. With this system, libraries, special interest groups and individuals can all create create
their own catalogue of the image database. These catalogues can be shared and continually
updated as new insights into the image data are gained. In addition, users may indepen-
dently define visual regions (i.e. buttons) within images to allow for the generation of visual
database querying, further breaking down the barrier between visual data and text-based
associations. Finally, the system is 'open' and horizontally organized. Images may be added
to the catalogue, new fields defined or new catalogues created without any requirement to
interrupt the system operation or rebuild any organizational structures.

In the remainder of this paper the fundamental concepts underpinning our design are
outlined, and examples provided which illustrate the pertinent points of the system's design
and operation. The laper concludes with a description of new work in image processing and
computational vision being planned to further improve the manner in which visual images
can be integrated into Fine Arts education.

Defining Image Attributes

The status quo in cataloguing images is to associate each image with a catalogue name
and a number of associated attributes. An image is classified according to its origin, media
type, physical location (i.e. museum collections) etc. In the traditional view, these classifica-
tions are defined as attributes of the image itself; they form secondary data which supports
the primary information of the image.

With and electronic slide catalogue the image is no longer a scarce resource: multiple
copies can be viewed simultaneously and the image can correctly 'belong' to many classi-
fications according to concepts of ownership (special collections, discovered themes, course
materials etc.) or concepts of shared properties (20th Century, Northwest Coast, Northern
Form-line, Haida etc.). Moreover, these associations can he classified into those that are sn .
perficially known wheh the image is accessed, those which are discovered through research,
those which are created for special purposes by users and those which are created temporar-
ily for a particular use. This richness in association between an image and its contexts
cannot be captured using conventional, linear cataloguing methods. Recognizing the need
to maintain and promote these associations nas two direct implications for systems design.
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1. It implies that users ought to be allowed to create their own associatinns and definitions
of significant image categories or ownerships.

2. It suggests that the system ought to be based upon the idea of associating images with
attributes in a flexible and modifiable manner.

Research and exploration are all about defining new meanings, discovering new associ-
ations, destroying useless or outmoded categories and creating new ones that will help to
clarify the thoughts of a student or researcher. Therefore, although an image will enter the
system with a set of meanings and classifications, our hope is that the system will allow
new meanings and associations to arise, as researchers learn more and modify their needs.
In our system we wish all associations (links) between images to be negotiable. It will be
the inherent right of each user to define their own unique set of meanings and associa-
tions. Furthermore, we wish users to have access to each other's meanings, to be able to
act in groups. Finally, we wish to continue to allow knowledgeable scholars to guide this
experience, through a system in which many levels of association are created.

Object-Oriented Cataloguing

The preceding discussion of the relationship between an image and its defined tontext
suggests that the image itself is relatively unimportant as far as the cataloguing goes. Of
course, without the image there is nothing, but similarly, without the definitions of the
'essence' of the image, it merely becomes a puzzle. The image requires context to be of
any utility, but the real power of the system comes in allowing users to devalue existing
contexts by creating new ones. Therefore, it is the context of the image which becomes
most important; the image is merely an attribute of contextual objects.

To this end, we define a 'catalogue object' as the primary component of a library. A
catalogue object defines a set of logical associations between a description of defined contexts,
an image, a visual icon, and a set of image regions of interest. These regions of interest define
visual areas which, when selected by a user, will direct the system to perform certain actions,
such as loading another image or performing a database search on a specific theme. The
structure of the object is flexible, allowing associations with other media extensions, such
as sound and video, as these become available.

In contrast to the traditional slide library approach, which rigidly associates images
with their contextual definitions, the use of image catalogue objects makes no formal link
between an image and any defined context. A comparison of the two approaches is illustrated
schematically in figure 1. An image may now be associated with an infinite number of
different catalogue objects, each of which may define a potentially infinite number of different
contexts for the image. In addition, there is no longer any necessity for images and their
contextual definitions to be physically associated: it becomes possible to include remotely
located images in a locally defined library of catalogue objects.

Using the catalogue object approach allows the slide library to bu organized in many
different ways. For example, a single object can be associated with an image to define all
possible contextual associations with the image. This approach presents a simple extension
of the existing slide library concept into the coniputer, taking advantage only of the improved
access to display facilities. In another approach, which can be implemented in parallel with
the first multiple objects corresponding to the diverse cataloguing ideas of multiple users
can be associated with a single image, to create a special collection, or to meet the particular
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Figure 1: A comparison of cataloguing ideologies and their relationship to image data.

research interests of a graduate student. The image is now an important attribute of the
object definition, not the central piece of information around which the system is organized.

Catalogue objects may be organized and searched according to any pattern. For exam-
ple, users may perform alphabetical searches, keyword searches or any format-free database
search. The key is that the object includes particular associations attributed to an image.
Keeping in mind that because the same image may be identified by multiple objects sig-
nificant operational power is gained. Consider, for example, the possibilities suggested by
creating objects using three levels of object definition:

A 'system' object which includes the superficial catalogue contexts.

A 'special collection' object, which identifies the image as being of interest to a par-
ticular group or project.

A 'personal catalogue' object which associates images with uniquely personal attributes
defined by individual users.

A user can simultaneously access all three levels of object. definition, de-constructing
the boundaries created by any single levels interpretation of the image and encouraging the
creation of new associations.

The object definition approach relegates the actual image to being merely an attribute
of the defined objects. However, from the users point of view the image is still the dominant
feature of the system: all database interaction is performed by viewing images, all system
response to the user is provided in the form of images and all system actions are initiated
by 'selecting' visually defined regions with a pointing device

The object definition includes an association with an image, and with a thumbnail ver-
sion of the image which provides a visual description of the image in compact form. The
system presents the catalogue objects by displaying palet tes of these small thumbnail im-
ages. Therefore, all interaction with the system is performed with visual images as the
primary attribute; the text-based contextual description is the secondary attribute. From
the user's point of view, image data is paramount and the contextual definition secondary,
from the systems point of view, the contextual definition is primary while the image data
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is secondary. The chief benefit of this approach is that an apparently visual cataloguing
system is achieved by a very simple association of text and image data.

Hypervip

Hypervip is a software system which has been developed at the University of Victoria
to implement the object based cataloguing concept described in the previous section. The
software has been written in the C language running under the Unix operating system with
X windows graphical interface (Openwin). As such, Hypervip is similar to a variety of other
dedicated applications of hypermedia technology, as referenced in (Lamb, 1991). The unique
feature of Hypervip is its total dependence upon the user's navigation through the database
using visual interaction.

Hypervip consists principally of two programs and associated utilities. The first program
displays the image associated with an object, then manages events. The second program
queries objects and performs database searches. Object definitions, context descriptions,
images and image icons may all exist in different places, as defined by environmental vari-
ables. Moreover, multiple locations of each object attribute can be defined, allowing users
to tap into various levels of system cataioguing.

Loading an object causes the system to locate the image associated with the object and
to display it. The image display monitors mouse activity so that when a mouse button
is pressed in one of the pre-defined regions of interest the associated action command is
issued. The regions of interest operate in a similar fashion to 'buttons in a hyper-text stack
(Jonassen, 1989). The difference is that a hyper-text button usually invokes the display of
another pre-defined object (a link). This may be done in Hypervip by associating a load
command with a button. However, Hypervip allows the execution of any system command
when a button is pressed, including the generation of a database search command.

A database search command instructs the system to locate all objects with a particular
set of desired attributes. The search locates the descriptions associated with all objects in
the search path and these descriptions are queried according to the database search. The
collection of objects responding positively to the search are grouped toget r to create a
temporary object which displays a 'palette' of thumbnail images of each object in the set.
This provides a visual overview of the response to the search from which particular images
can be selected. In addition to creating the overview palette, the search program also creates
a set of button definitions, so that selecting any one of the small thumbnail images with the
riouse will invoke a load command for that object.

The load program defines utilities to create button definitions and the specification of
the desired actions. It can also modify the contextual descriptions of each object. In this
manner, a user is empowered to modify the linkages and classifications associated with aach
image while the system is in operation. The system requires no re-compiling or re-buildilg
to accomplish this. Similarly, the addition of a new image into the ov.erall system entails no
management overhead, as the new image is automatically included in all database searches
by virtue of its association with an object located in one of the object search paths.

An example of a Ilypen,ip Palette is shown in figure 2. ln this case, a collection of
thumbnail images with the similar them, of 'SW.Acoma' have been located and displayed.
Each image in the palette defines a visual button: selecting one of the displayed thumbnail
iimiges causes a high resolution version of the image to be displayed, as in figure 3, which in
this case contains a variety of visual themes. Regions of interest - which have been defined
as buttons - are shown with their bounding rectangles hi-lighted. Selecting the image of the
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Figure 2: A palette of thumbnail images created by a database search
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Figure 4: A new palette of images created by selecting the visual region associated with the
doll in the previous image.

doll causes a database search on the theme.of 'Kachina , initiating a search for these
images. the creation and display of the palette of Doll images, shown in figure 4. Finally,
several Kachina Doll images inay he selected from the palette and displayed snnultaneously
to allow direct comparison as shown in figure 5. The example portrayed by- these images
illustrates the operat ion of Ilypervip. and also illustrates tile power of the system by allowing
the association of textual descriptions (for database searching) with visual themes. Iii this
manlier, the initial display of a set of images led directly to the coinparison of a set of dolls.
The user required no knowledge of keywords. and was able to pursue visually interesting
themes. In this example alone, which represents less than I minute of interactive work
on a workstation, the user reviewed over GO images superficially and four images in detail.
The user could have defined new contextual definitions for any of these images at any time.
Similarly, the addition of new images to the database would not require any rebuilding of
links in oruer to he included in the users search, as all links are dynamic, horizontal and
open.

Future Plans

The Ilypervip project at the l'iliversity of Victoria is part of a larger investigation into
the use of electronic systems in k'ine Art: education. Providing a flexible and easy to use
method of cataloguing images has been th- primary purpose motivating the development
of Ilypervip. The system achieves these goals nicely. As the project progresses, we are
beginning to investigate ways in which autoinated image enhancement and aintlysis can be
used to aid in the research aspects of our collections. For example, we are developing methods
for image enhancement which, while providing methods to improve the visual quality 9f the
collection, will also provide the opportunity to restore historical photographs of art, thus
allowing direct comparison with conteinporar art. hi n lated work, we are investigating
the use of the computer to analys, t he form of the imitges, defining similarities of form
as database attributes. In this manner, llypervip will be used to direct the researcher to
hmterdhl 'discoei' classes of 'shared esiso.nce' in the database that could newr be idontified
using manual met hods of common feature identification.
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Figure 5- A comparison of three images chosen from the previous palette

Conclusions

In this paper we have discussed the requirement for flexible, open ended systems which
can allow visual images to be effectively used in educational environments. Much of the
design consideration has I.,een motivated by the need to develop systems which do not
impose arbitrary boundaries or definitions on the image data, but. allow users to create their
own ideas regarding the organization and meaning of images. In developing the new system
ideas, it was paramount that the many technical and logistical boundaries created by the
use of 35mm slide image formats be destroyed.

The proposed system concept goes far beyond a simple electronic extension of the slide
library. Rather, it recognizes the right of individual users to access the image data according
to their own style, to add their own meaning and to impose then own structure. We think
of the existing slide library as a sort of 'closed stacks' library - the user is allowed access to
the superficial catalogue data and has borrowing privileges but is never allowed to browse.
Our first goal is to create an 'open stack' library in which the user can browse through the
collection in any desired order. Filially, by virtue only of the electronic media, we wish
to allow the user to define their own collection, replete with associations, definitions and
boundaries that are personally defined and owned.

The developnient of llypervip represents the first concrete association bet ween researchers
involved in imaging technology and Fine Arts at the university of Victoria. The scope of
applications involved by Fine Arts is vast. This project is serving to identify a platform
from which further innovations in inillti-media education can be developed.
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Multimedia and the Teaching of Literature

Carla Meskill and Karen Swan
University at Albany, State University of New York

Imagine a tool, a database of information, whose use promotes and supports
lich conversation around literary works; a tool that helps students make
connections, build meaning and articulate their thinking. Imagine a class of
twenty-seven high school students assigned to read Shakespeare for the first
time. In the front of the classroom is a large video monitor which displays a
vivid color photograph of pastoral Stratford-on-Avon. In the course of
facilitating a discussion that sets the scene for the play, their teacher selects
many additional still images and video sequences from a computer-generated

, menu. These cue and serve to illustrate students' discourse. They are perhaps
scenes that depict the life and times of the playwright, the mise en scene for
a variety of stage productions, thematic works of art, segments from today's
media and sample treatments of the work in contemporary film. Two days
later, small groups of students are seated in front of a smaller version of this
tool engaged in lively talk. One member clicks the mouse to access video,
audio, text and graphics which they work to relate to the play they are in the
process of reading. Their task is to select and assemble such elements into a
class presentation concerning an aspect of the piece. If the group becomes
curious or puzzled, elaborated explications are accessed on the screen and
discussed, interpretations and corresponding supporting materials are
negotiated. Four days later, once the small groups have made their
presentations with their assembled media, a pair of students returns to the tool
to review all the class presentations. They type in comments and questions that
occurred to them after their class discussion and work on their next project.
Their teacher and the other students will read and respond to these at a later
time. The conversation will continue.

This paper explores the potentially complementary relationship between the
learning and teaching of literature and the attributes of multimedia instructional
delivery systems. Our research is designed around and is driven by the
assumption that the medium potentially represents a powerful means of
promoting and enhancing the processes of literary understanding. Through a
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comprehensive review of the design strategies employed in both commercial
and experimental multimedia applications we attempt to determine whether the

design of current applications reflects state of the art theory and pedagogical
approaches to the learning and teaching of literature.

This report describes the processes and outcomes of the initial stage of a three-

year research and design project undertaken by the National Center for the

Teaching and Learning of Literature.

Literature and Multimedia

What began as a simple merger, video with computer-aided instruction, has
become a platform for instruction known as multimedia. With the capacity for
orchestrated text, graphics, audio, and video, the medium appears to have
great potential as a tool for complementing the teaching and learning of
literature. Literature instruction currently places strong emphasis on student-
centered, response-based approaches. As such, a medium that provokes,
sustains and illustrates reader responses to literary text becomes a desirable
tool for both students and teachers. In the role of classroom presentation
system, medium for independent study, or catalyst for student collaboration,
multimedia represents a tool that can aid in and accentuate these processes by
providing access to and tools to work with a wide range visual and aural
information. In short, the medium has the potential to serve as a tool with
which teachers and students can explore and construct meaning around and

their responses to literary texts.

Distinct parallels can be traced between the evolution of instructional media
and recent growth in valuing student-centered explorations in the study of
literature. Both design and utilization of audiovisual technology in instructional

settings, and the teaching of literature, for example, were formerly based on
information brokerage. Machines were viewed as efficiency tools that could
mimic the mechanical process of instructional 'delivery'. Likewise, literary
texts were perceived as sets of information to which the teacher permitted

access.

Fundamental approaches to instructional technology have, however, seen a
major shift. In recent years there has been growing recognition of the benefits

students derive when actively engaged in the construction of their own
knowledge. This stance provides a theoretical basis upon which a number of

3 368



multimedia applications are currently designed (Allison & Hammond, 1989;
Bransford, Sherwood, Haselbring, Kinzer & Williams, 1990; Scardamelia &
Bereiter, 1991; Shapiro & Spoehr, 1992; Hannafin, 1992). Rather than deliver
and drill, then, video, audio, text and graphics are currently designed to
intrigue students, invite access, and prompt critical dialogue. In this role the
technology simultaneously engages, delights and instructs as no other form of
mediated instruction can (luppa & Anderson, 1988). It moreover lends itself
to 'hands-on', experiential learning that invites one to relate what one knows
about the world in order to move through elaborated content and construct
meaning around it (Nix and Spiro, 1990).

In short, multimedia is currently viewed as a means of providing tools for
exploring one's own understanding of the world: a place to hone skills
autonomously (Stevens, 1987; Wilson, 1988), to experience empowerment
(Snyder, 1984), to access the otherwise inaccessible (Coleman, 1992) and is
also viewed as a powerful catalyst for cooperative and collaborative learning
(Johnson et al, 1989). The genesis and elaboration of personal theories and the
promotion of independent, critical thinking have come to take precedence over
information-delivery and skills drilling paradigms of old.

The study of literature is similarly in the process of severing its roots in the
information brokerage tradition. The study of literature was once, like teaching
technologies, mechanical, comprehension-based and, consequently, not
amenable to exploration, discovery and critical analysis on the part of students.
Access to the canon was the domain of the teacher; she alone held the key to
sanctioned interpretations of artistic works. Student involvement in making
meaning was limited to buying into and being evaluated based on repeating
information proffered by the expert. Shifts in theoretical and pedagogical
groundings in the teaching of literature now, however, mirror those of
instructional technology: Meaning or "understandings" of texts (Langer, 1990)
are now believed to be best constructed by students, not channeled to students
via an expert entity. Through socially constructed understandings, it is
generally held that students will gain the critical and creative thinking skills as
well as social skills crucial to academic successes (Miller's ref).

How, then, do reconstituted theories and practices in instructional technology
and those in the learning and teaching of literature intersect? With both
instructional paradigms currently rooted in constructionism, cooperation and
socially-mediated learning, merger apparently holds great promise.

This paper treats this question by discussing methods of multimedia
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applications analysis that systematically determine the strengths and weaknesses
of existing multimedia applications in order to determine whether applications
possess attributes complementary to instructional paradigms that are rooted in
constructionism, cooperation and socially-mediated learning. The development
of a taxonomy of review criteria grounded in response-based theory is
presented in tandem with the development of a database system for design
attributes categorization and cross-referencing.

The Development of Literary Understandings and Multimedia Attributes

At a macro-design level, multimedia possesses the following attributes relevant
to the learning and teaching of literature:

1-The technology can promote independent learning through student
control of information and events (Milheim, 1988) and can thus
promote student-centered, as opposed to "expert-centered"
intellectual development.

2-The technology is also a powerful catalyst fer cooperative
learning (Palmer & Snyder, 1989; Johnson & Johnson, 1990; Webb,
1986) and as such can enhance socially mediated learning
processes.

3-The technology promotes a constructionist view of learning
(Papert, 1989). As such, learning takes place when students
actively engage in assembling knowledge structures
cooperatively, with the machine providing access to novel
knowledge structures and tools with which students build.

4-Visual and aural elements of multimedia make it an engaging,
visually rich learning environment and contribute to high
levels of motivation and involvement (Miller, 1989).

As regards multimedia's potential capacity to enhance the literary experience
at a micro-design level, a key feature is access.

-Access to the literary text itself via annotation and commentary.

-Access to multiple perspectives of a single literary work.

-Access to tools with which to build individually or group
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constructed representations of understandings developed around a piece
of literature.

Access to a dialogic space within which students, through
interpersonal communication, develop understandings.

Access to an environment and tools for personal creativity.

In its potentially supportive role in the literature classroom, the technology can
be seen as complementing and enhancing the following phases for developing
literary understandings as outlined by Langer (in progress).

I. Before Literary Experience

-Easing Access before Reading

As a presentation system, multimedia can provide an exquisite tool for easing
entry to a literary work by providing access to supporting visual/aural
information; thought-provoking images and key information that the teacher
and/or group can tailor at will and utilize in consort with the front-end,
discussion-based work promoted by Langer.

-Creating the Literary Experience

Multimedia offers alternative experiential mode..: self-study, or the source of
a social context in which literary works can be explored/experienced with
others.

II. Afterward

-Inviting Understandings/Developing Interpretations

Through multimedia students can be encouraged to build meaning and develop
understandings and be given aural and visual tools with which to explore,
expand, clarify, and modify their understandings.

The medium can also potentially assist the student in considering multiple
perspectives/interpretations by providing access to these via video, audio,
graphics and text. As such the medium has the potential to invite exploration
of multiple perspectives.
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Make Connections (personal, literary and cultural)

Again, students can be permitted and encouraged to do this with multimedia
tools at their disposal with which they can construct as many linkages as they
can support and defend.

Sharing These, Taldng a Critical Stance

The medium can serve the study of literature as a tool, a vehicle to facilitate
and make more powerful the sharing of understandings through the
construction of cumulative, cooperatively constructed meanings.

-Exploring the author's craft

Multimedia can supply students with a magnifying glass (among other tools)
with which to examine literary works and, with the aid of multiple forms of
on-line assistance, can help students make sense of a writer's artistic crafting
of a piece via access to a wealth of available 'craft commentary'.

Stocktaking

To 'leave doors open' once a piece of literature has been read and discussed,
multimedia can serve as a place io return to in order to continue to probe and
make sense of a work. As such it can provide the kind of independent
reexamination that promotes independent as well as socially constructed
envisionment building.

There has traditionally been reliance on the teacher's capacity to open doors
to what was perceived as the hidden riches within a literary text. Teachers in

turn have relied on texts and on students' own capacity to enter texts, to
become initiates. What multimedia represents is an additional gateway; a
means of access to a text's multiple dimensionality through which students,
with their teacher, with peers and independently, can pass and where meaning
can be built. Multimedia apparently has, then, the potential to serve as an ideal
environment for exploring one's own interpretations, constructing one's own
meanings and negotiating and/or defending these with peers. Because it offers
student-centered experiences, it can encourage and empower independent,
critical thinking.

3 0

372



p.

METHOD

In the past decade, the number of instructional applications for multimedia has
mushroomed. Consequently, multimedia is currently evolving pedagogical
questions which will shape the way we think about the design and the
'delivery' of instruction and, additionally, how the effectiveness, of specific
design approaches can be empirically researched. It is with these
considerations that an iterative review and critique approach was developed.

Ten exemplary teachers of literature at the secondary level participated in the
development of assessment criteria and resulting evaluation tools for
multimedia applications. Their task was to specify desirable attributes of both
multimedia applications and classroom contexts in which applications can play
a role and contribute to this form of student-centered pedagogy. Participants
reviewed both commercial and experimental multimedia applications designed
for use with the teacher and learning of literature.

The evolution of our applications assessment tool will be detailed within the
following developmental phases -

-Overview of the technology and its capabilities
-Exploration of the potential role of multimedia in response-based treatments
of literature in the classroom
-Development of design desirata
-Drafting of assessment criteria
-Experimental application of evaluation tool
-Redrafting of tool
-Design of computerized applications database design
feature taxonomy developed by practicing experts.

The outcome, a tool to determine whether applications and their use were
designed to promote responsive, critical thinking and the construction of
knowing, the development of understandings, and the sharing of
understandings, will be presented. Records on each application reviewed for
the computerized database describe and rate a particular application according
-to criteria iteratively established during the survey process.

OUTCOMES

This paper describes the preliminary stage of what will be a large-scale
inventory and critique of existing multimedia applications developed for the
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teaching of literature. That i,-. it is a report on the processes entailed in the
development of assessment tools for the critique of existing applications that
is grounded in current response-based approaches. We are convinced that data
compiled on application attributes and current usage will contribute to the
formation of a basis for constructing a critical framework within which we can
begin to make sense of the potential matches and/or mismatches of the medium
and response-based views of the teaching of literature.
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What makes multimedia systems interesting for
education?

VHTORIO MIDORO
Istituto Tecnologie Didattiche, Consiglio Nazionale Ricerche, Genova, 16145, Italy

What makes multimedia systems interesting for education? Three main characteristics:
multi-channel communication;
the huge quantity of learning material which can be integrated in them;
the access facilities to the learning material.

The present understanding of learning processes must be extended if these potentialities are to
be fully exploited (Kibby and Mayes, 1992). Nevertheless, studies on some aspects of the
educational process have already produced useful information on how to improve the effectiveness
of hypermedia in learning.

multi-channel communication
There are studies about the relationship between the type of topics in a given subject and the

most suitable means to be adopted for educational communication (Sanna, 1982).

learning material integration
There are several proposals on how to integrate the learning material in a student station and

these are strictly linked to the technology available. However the lack of commonly accepted
standards is hindering the diffusion and development of multimedia systems, thus reducing the
possibility of a wide scale testing in the educational field.

access facilities to the learning material
The limitations of free navigation are by now clear. Several studies have been carried out to

combine the modes of hypermedia access with typical query languages particular to database
technology. These studies, which have led to the definition of the concept of Database of Learning
Material (DBLM) (Olimpo & al., 19901 have investigated the nature of multimedia documents and
their pedagogical qualities, but have yet to produce any evidence of their effectiveness in the
learning processes.

So far, we have considered multimedia learning environments (hypermedia and DBLM).
However programming environments designed specifically for development of hypermedia systems
are just as important. These tools are nearly always available to the users of a hypermedia system
and the students can use them at different levels of complexity to design and implement their own
hypermedia systems.

Summing up, the multimedia paradigm has made available to education new learning
environments and new production tools which can be used both by professional authors and
students.

In the following section we will discuss two issues:
the use of hypermedia systems as learning environments,
the use of hypermedia production environments as productivity tools within the authoring
process, and as tools on which to base the development of projects in the classroom.
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Hypermedia and DBLM for learning

Two schools of thought have greatly affected the theoretical models determining the
characteristics and functions of interactive systems for learning (Midoro, 1989):

Behaviourism
based on the idea of knowledge as a set of behaviour and skills to be transferred into the
student's mind through a process made up of an arranged succession of stimuli and
responses.

Constructivism
which considers the student as the builder of his/her own knowledge system, through
interaction with a given environment.

The behaviourist model has lead to directive educational systems such as tutorials, drills &
practice, etc. The constructivist model has lead to the development of the so-called "reactive"
interactive systems, such as simulations, games and microworlds for learning.

"Bare" Hypermedia and DBLM cannot be classified as adaptive systems, because such systems

feature an educational procedure determined by the system and a mechanism of control over the

student's actions.
Nor can they be classified as reactive systems, even in hypermedia and DBLM the student has

the initiative in his/her hands. In fact reactive systems imply a space for tasks and problem

solving. This space appears as an environment which either changes or reacts according to the
actions of the student and changes occur following a model implemented in the system.

Hypermedia and DBLMs are based on a conceptual model too; the former describes the links
between the single components, while the latter shows the relations between the different entities
with their respective attributes. A hypermedia syAem or a DBLM might be considered as a reactive

system when the educational aim focuses on information retrieval skills or when the interface is
isomorphic to the topics dealt with. Here the interface exploration induces, to a certain extent,
topic knowledge as well. But generally speaking, multimedia systems cannot be considered as

reactive.
So the kind of learning process supported by hypermedia and DBLM can be refe,red to neither

Behaviourism which has proven efficient in the transfer, automation and evaluation of specific
knowledge, nor Constructivism, which is considered effective for the acquisition of problem
solving abilities.

The learning process supported by the use of this kind of systems might be considered similar
to that based on the use of a book or a television programme and hence is in some way non-
interactive.

In a multimedia system it is the user who decides the exploration strategy. But is it an
effective learning tool?

To answer this question we tested the hypermedia system TERREMOTI with 36 students
(Frau & al., 1992). The results proved that, in a hypermedia system, high quality educational
communication, richness of the material available and a frie- interface are all necessary

conditions, b, are not sufficient to obtain a deep understanding ot ,..e contents dealt with.
To finalise the process of contents exploration in this experimentation, a task was introduced

for to the students to accomplish at the end of interaction. The result was that the presence of a
given task affected the choice of contents, but did not per se favour a navigation strategy aimed
towards the acquisition of an interpretative model of the reality undcr consideration. On the whole,
this experiment has highlighted the fact that optimising partial aspects of the educational process,
in this case communication and access to information, does not produce per se a major
improvement in learning, when diagnosis, help, feedback and motivation are lacking.

Moreover, as the student must explicitly define a navigation strategy he/she has a higher
workload than that necessary when reading a book or watching a television programme.

Hypermedia systems and DBLMs require explicit and conscious reasoning about the study
strategy, and this is why they are more difficult than linearly-organised material (books, TV
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programs, etc.). Unlike adaptive or reactive systems, the user's reasoning about the interaction
strategy must here be explicit; it constitutes an indispensable condition for the learning process,
which would otherwise be seriously hindered. This is why they:, systems have not proved
particularly effective with the average student, while they are with teachers who are familiar with

the subject domain investigated.
The above mentioned TERREMOTI experimentation has shown that many cognitive activities

are required tc fully exploit the potentialities of a hypermedia. Some of these are as follows:
wmiir.thension and learning of the system functionality;
interface comprehension and learning (for access to functions);

content comprehension and learning;
comprehension of the type of relationship between the topics constituting the contents;
construction of a consistent relationship system between the topics;
definition and implementation of a learning strategy and tactics;
definition and implementation of a navigation strategy and tactics;
definition and implementation of methods for self assessment over learning.

A student learning through a multimedia system should be conscious of these cognitive
activities and suitable tools should be provided to support his/her learning process.

Hypermedia and DBLM as authoring tool

In a hypermedia system the distinction between author and end-user is not clear cut. In fact, in
many hypermedia systems, the user can easily shift from the navigation or browsing environment
to the authoring environment. Moreover these authoring environments can be used at different
levels of complexity. allowing even naive end-users to create personal multimedia documents. In
many multimedia systems the cut and paste functions are available and through them the user can
create personalised multimedia notes.

These possibilities have important repercussions in education since they foreshadow new
scenarios for the learning process, such as those described below.

Personalisation of a hypermedia system

In this scenario, for example, the student personalises an existing hypermedia system by
rearranging the web of relations between the various topics and the modification of the educational
material related to each node. The new web might be a subset of the original net or one which is
altogether different. The same also applies to the interface which could be either analogous to the

original or completely different.
There are several reasons for personalising a hypermedia system. It can be a way for the

student to understand thoroughly a given domain. This activity is similar to that cf repeating aloud
the lesson just studied in a book. Obviously, just as studying with a hyperrnedia system is more
complicated than studying a book, the task of personalising a system also requires more complex
cognitive activities, ranging from the comprehension of and the acquaintance with a subset of the
systcm's authoring functions to the ability to rearrange the hypermedia system contents.

A further reason for personalisation might be that of demonstrating the learning of a given
concept through its explanation (Pask, 1979), which in this case would consist of a hypermedia
system produced by the student himself as a personalisation of an existing one.

Moreover a hypermedia system persona:ised by a student could be used by other students as a

simplified study tool.

Co-operative production of a hypermedia system

The authoring tools available in a multimedia system allow the introduction of new relations
and new nodes into a hypermedia net or new units of learning material into a DBLM. This permits
the conception of systems which grow through the intervention of several users, such as where
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schools co-operate in the development of a hypermedia system for a given content domain. In this
case the system grows as the activity in the schools involved in the project progresses. Work
could be shared out among schools so that the material produced by one is available to all the
others. This scenario is a generalisation of the approach used in the production of the well known
BBC multimedia system "Doomsday" .

Classroom projects based on the use of hypermedia systems

In this scenario the project team, made up of the whole class co-ordinated by the teacher,
designs and implements a hypermedia system.

An example of this approach is the project for the production of the hypertext
"Visitando....Spinola", (Culotta Leccioli, 1991) developed by the fifth year class of the 'Rodari'
elementary school in Genoa. In this case hypertext techniques were used to carry out activities
requiring analysis, synthesis and evaluation, higher-order skills compared to those required by usual
classroom practice.

In the "Visitando....Spinola" project, the pupils firstly chose a content domain for
investigation which they found particularly mcivating, i.e. Palazzo Spinola, a national museum in
Genoa's historic centre. Then they tackled all the typical phases of a computer science project,
which range from problem analysis to program testing and quality control.

At the beginning, the pupils representeL Lhe knowledge to be dealt with by the hypertext.
This representation, consisting of Palazzo Spinola's structure and the arrangement of the objects it
contains, was the basis of the interface.

Then they gathered information about Palazzo Spinola (grand staircase, hall, courtyards, etc.)
and about the objects, which they selected and connected to each interface object.

Next they designed the system by defining three modules, corresponding to three hypercard
stacks: a guide to the museum, a library and a glossary.

Finally they wrote the scripts relative to each card.
This activity was carried out during the whole school year and resulted in a product which is

now actually being used in the museum. "Thus the school was connected to the local reality, both
through the project contents and the final product itself: a museum guide which is really available
to visitors. The students examined and used books and documents supplied both by their teachcrs
and by other adults who co-operated with them. They worked with paper, pen, pencil and
computer..." (Culotta Leccioli, 1991)

Material reuse for the production of new systems
As mentioned in the introduction, one of the characteristics of a multimedia system is the

possibility of storing a huge quantity of text, still images, sound and, so far, a modest quantity of
video. These systems allow authors to get educational material produced in various contexts and
integrate it into a DBLM to produce new educational material. The use of a DBLM in the
authoring process is described in (Midoro et al., 1992). Here we only wish to point out that a
DBLM can be a useful tool in all life cycle phases of an educational system.

Indeed, the definition of courseware requirements to get a general overview of existing
materials and approaches is not the only use for a DBLM. It can also be used to define
specifications to detect and browse the learning material associated to each node of the knowledge
structure. It can also be used in the design phase to select the specific material to be reused in the
context of the new software and finally it can be used in the implementation phase, in which the
material selected from the DBLM is integrated into the new courseware.

Use of hypermedia environments for courseware authoring
There are several examples of CAI programs produced using hypermedia development

environments. The quality of these products is comparable to that of analogous courseware
developed with authoring systems or with general purpose programming languages. However they
do not take advantage of the new potentialities offered by hypermedia , which allow both directive
and free navigation strategies (Siviter and Brown, 1992).
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A promising approach, typical in Artificial Intelligence, is to separate aspects pertaining to the
representation of subject matter from the aspects related to the learning material, which is the
resource available for the comprehension of single topics.

Hypermedia also make it easier to adopt this approach for non-AI courseware as well.
Separating learning material from the knowledge structure permits the use of the same learning
material both for guided learning and for free navigation through the material.

An author can assign the task of knowledge structure management to the hypermedia and the
task of retrieving and displaying the learning material to the DBLM .

Use of hypermedia environments for producing authoring tools

The authoring facilities of hypermedia systems can be used to develop shells for educational
systems which encapsulate given educational strategies. This is due to the above-mentioned
possibility of separating structural aspects of the educational process from the learning material
associated to a single topic.

The HYPERDELFI system produced by the Istituto Tecnologie Didattiche is an example of
this approach. This system is a new version of DELFI (Ferraris et al.1984), which assists an
author in the design and implementation of diagnostic tests. In DELFT, the test production phases
are:

I. Subject matter structuring (author's duty)
2. Input of such representation in the system (author's duty)
3. Production of the test item structure, showing the item number and the abilities required to

perform the tasks activated by each query (computer's duty)
4. Writing of each item (author's duty)
5. Implementation of the code related to each item (author's duty)
6. Production of the test-handling strategy indicating the kind of questions to be presented and

how to present them according to the student's answers (computer's duty).
In DELFI, implementing test items poses the author some difficulty, as a fairly firm grasp of

Pascal programming is required.
To overcome this problem a hypertext version of DELFI, called HYPERDELFI, has been

developed (Trentin & Midoro, 1992). An author implementing a test item with HYPERDELFI
can exploit the interoperability of applications available in modern operating systems (Finder
(Macintosh) and Windows (PCs)) and use the authoring facilities typical of a hypertext
development environment (Hypercard and Toolbook).

Given the separation between the subject matter structure and the learning material, in
HYPERDELFI an author can associate many isomorphic items to the same topic and let the
system choose the item to be presented at run time .

ConcluMons

The multimedia paradigm has made available new learning environments and new production
tools for education.

This paper has discussed the characteristics of hypermedia learning environments, examining
their strengths and weaknesses.

Multimedia systems can also be used in the authoring process. This offers interesting new
possibilities for education, some of which have been dealt with in the paper.

As a final remark it should be noted that, in education, multimedia systems should not be
conceived as new systems for doing old tasks, but as a new class of systems which open up new
possibilities. Our job as researchers in education technology is to fully exploit the multimedia
features to make learning processes more captivating and effective.
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Computer Supported Collaborative Work (CSCW) is a rapidly emerging research area, which
provides new opportunities and challenges to researchers, practitioners, and designers from a
number of disciplines such as computer science, cognitive psychology, social psychology, and
software engineering. Meanwhile, advanced network techniques provide the individual users and
managers extended communication capabilities in improving both productivity and organizational
management. On the other hand, the absence of conceptual frameworks which can be directly
applied to the collaborative development of multimedia courseware demands a substantial amount
of work to lay down the principles, guidelines, and models so that the subsequent work of
integration can be smoothly and soundly pursued.

Information sharing is essential in any collaborative activity. Hypermedia offers different
information presentation techniques than previous technologies, which enables people to share
information. Furthermore, hypermedia provides a richer quality of educational experience.
Hypermedia systems can provide us with robust objects with which to think, such as self-
authoring texts that bring forth the movements of a mind focused on a particular topic [Barrett
19881. Assessing the validity of this claim for hypermedia depends upon evaluating the learning in
relation to the goals or purposes with which the learning was undertaken. Furthermore in a
complex hypermedia learning environment., learning may also take place which is unrelated to
specific goals but which is nevertheless valuable [McKnight et al., 1991].

As hypermedia represents information in networks rather than in lines, hypermedia
presentations may fit the model of the world in peoples' minds better than traditional linear
presentations. However, for various reasons, the paper form of documents still dominates the
dissemination of information and massive information is available in paper form. One way to
produce hypermedia effectively may be to establish a systematic connection between linear
document and hypermedia and create hypermedia from traditional linear documents automatically
[ Furuta et al., 1990; Ritchie, 1989; Sarre et al., 1990; Nunn et al. 1988; Chignell et aL, 1991;
Glushko 1989].

The Dexter-Groupware Model

In order to successfully build teaching systems that people will use, we need to carefully
consider the needs of those people and their current working situations. In this paper, a model
called Dexter-Groupware for computer supported collaborative authoring and document reuse is
presented. The Dexter-Groupware (DG) model shows the collaborative authoring and reading
facilitated by international standards (SGML/HyTime) and a widely accepted hypertext reference
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model (the Dexter model). The aim of this model is to provide a conceptual framework to identify,
design and develop effective facilities to support collaborative and distributed authoring and
reusing of multimedia courseware.

The Dexter Hypertext Reference Model

The Dexter model is an attempt to capture, both formally and informally, the important
abstractions found in a wide range of existing and future hypertext systems. The goal of the model
is to provide a principled basis for comparing systems as well as for developing interchange and
interopembility standards [Halasz & Schwartz, 1990]. The Dexter model divides a hypertext
system into three layers, the runtime layer, the storage layer and the within-component layer (see
Figure 1). The main focus of the model is on the storage layer, which models the basic node/link
network structure that is the essence of hypertext.

Runtime Layer
presentation of the hypertext;

user interaction; dynamics

Presentation Specification

Storage Layer
a "database containing a

network of nodes and links

Anchorin

Within Component Layer
the content/structure

inside the nodes

Figure 1. Layers of the Dexter model.

Focus of the
Der ter Model

The storage layer only provides the mechanisms to organize components (nodes) and links to
form hypertext networks without considering tbe contents of components, which is the task of the
within-component layer. The interface between the storage layer and within- :omponent layer is an
anchoring mechanism which is used for addressing (referring to) locations or items within the
content of an individt 11 component. The runtime layer focuses on how a component/network is
presented to users. Between the runtime layer and storage layer, there is a interface called
presentation specifications, which provides a mechanism to encode the information about
presentation into the hypertext network at the storage layer.

Dexter-Groupware Model

The Dexter-Groupware model uses the Dexter hypertext reference model as its basis. The
Dexter model gives a standard information structure for hypermedia systems, but it does not
include enough mechanisms to support collaborative work. The Dexter-Groupware model is an
extension of the Dexter model following an open collaborative authoring architecture (Figure 2) to
support collaborative authoring. In this model, the authoring space and common information space
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are established on the Dexter model with the authoring space on the runtime layer and common
information space on the storage and within component layers (Figure 3).

11-1_
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-7:61.111101.taiwiem_h_
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Figure 2. Infrastructure: an open collaborative authoring architecture.

fxter
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Runtime Layer
presentation of the hypertext;

user interaction; dynamics

Authoring
space

Information
space

Within Component Layer
the content/structure

inside the nodes

Communication Space

Figure 3. Dexter-Groupware Model: This shows a model for collaborative
authoring based on the Dexter model.

At any time, there may exist more than one authoring space associated with the underlying
hypermedia space. Each authoring space corresponds to the involvement of a particular document
or project. A mapping exists between an authoring space and the hypermedia space which acts as
an common information space. In the Dexter model, a hypermedia on the storage layer can have
several instances on the nmthne layer on which the authoring tools work. With the presentation
specification of the Dexter model, a part of the infonnation space can be mapped as a view in the
authoring space and co-authors can work on the same information spaxe through individual
authoring spaces. Components in the inforniation space can be reused at the authoring space level
which is conceptually higher than the information space level.
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In the Dexter-Groupware model, the local collaboration support is reflected on the relationship
between the information space and authoring space. For remote collaboration, the collaborators in
a project may work on more than one information spaces at different locations. This will require
information interchange among different information spaces, which is the main task of the
interchange mechanism in this model.

,

Individual
Markup

Languages

111=

Open

Interchange
Layer

layer

Individual
Hypertext
Systems

Figure 4. SHyD Model: this figure shows the basic concept of text and
hypermedia conversion and interchange through standard representation.

This interchange mechanism of the DG mode is based on the SHyD model [Zheng & Rada,
1993] show on Figure 4, which is dedicated to bi-directional conversions between text and
hypermedia and information interchange for both text and hypermedia. The basic principle of the
SHyD is using international standards (SGML/HyTime) upon a widely accepted model (the
Dexter model) as intermediate representations to support information interchange.

MUCH Collaborative Authoring Environment

A prototype of the collaborative authoring environment based on the Dexter-Groupware model
has been developed under the name of MUCH (Many Using and Creating Hypermedia). This
environment includes a collaborative authoring system -- the MUCH system and an import/export
system associated with the MUCH system to support information interchange between MUCH
and other text and hypermedia systems.

MUCH Collaborative Authoring System

The MUCH system [Rada et al., 1991] is modeled after the Dexter model. Its components are
the typical interface, logical model, storage components. The authoring space of the MUCH
system is developed on the Andrew multimedia windowing environment [Grantham et al. 1987]
and the logical model and storage components are implemented in a B-tree database. One of the
principles of the interface design is that simplicity is a virtue. Users should not need to know or do
more than they want [Carroll, 19851. Based on the positive experiences with the KMS split-
window approach [Akseyn et al., 1988], we have also presented the hypermedia information on a
split screen, with the fold-unfold outline in one part and content of a selected node in another part.
When the user selects a node in the fold-unfold outline, the associated blob appears in the blob
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window.
While the logical model contains a graph, the user sees at any time a hierarchical view of this

net. In MUCH, the fish eye view feature is implemented as the "folding/unfolding" of thesaurus
terms, indices and outlines of documents. Different headings can be distinguished by labels of
different link types. Annotation and discussion are also supported by a 'typed link' as a
communication mechanism among co-authors. The MUCH system supports automatic traversals
of the graph. These traversals may be likened to question answering processes in a deductive
database [Niemi & Jarvelin, 1992].

Via the link types, users characterize their contribution. If the user creates a node and links it to
another node with the link type 'comment', then an annotation has been made. In the generation of
views of the information in the system, the user can request to traverse only 'comment' links. A
thesaurus is just another type of semantic net, and support for thesauri is provided in the MUCH
system by the establishment of link types for thesauri. One link, called `document-pointer', goes
from a thesaurus term to a node that corresponds to part of a document. Again one can filter the
hypermedia by choosing to select or avoid thesaurus links.

The MUCH Hypertext Model is a simplified Dexter model. It adopts the link mechanism of the
Dexter model. This model focuses on link components. In the MUCH database, there are three
kinds of components -- link, node-info and blob. The link component connects exaztly two nodes
and also contains some attributes of the link, such as author, date, and link type. Node-info is the
information about individual nodes. It includes name, type, class, author, date, updaters, index
terms and others. A blob includes the content of a node. Some other information like selected-
credit, inclut og blob-selected-credit and user-selected-credit, is also included in the databa .

SGML-MUCH (SM) Import/Export System

To facilitate reuse of information and the integration of MUCH into the wider range of
collaborative work flow, tools have been provided for importing and exporting documents. The
SM system is a prototype system for hypermedia interchange and conversion. In particular it is
used to interchange information between the MUCH system and other systems and to receive
information from both linear and hypermedia forms.

11-27Fel Troff Scribe

Andrew Multimedia
iwironmtut
ciaborativo

grAtowattucH)

Figure 5. The structure of the SM system.

The SM system has the capability of exporting a part of the MUCH database into a linear
document with all hypermedia information. This exported linear document can be edited and
processed by conventional document processing systems while retaining all the information. On
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tbe otter hand, because all the links and authoring information like author, date and updaters are
included in the exported document, this document can be further used to interchange information
with other systems, both homogeneous (MUCH <-> MUCH) and heterogeneous (MUCH <->
others).

The structure of the SM system is shown on Figure 5. Tbe SM system is based on a simplified
SHyD model, where SGML plays a central role but not Hy Time because of some practical
restrictions. In the SM system, a SGML DTD (Data Type Definition) which can represent both
text and hypermedia structures is defined following the Dexter model and is used as an
intermediate fonnat. With this mecbugsm, the MUCH system can accept infonnation from either
text document or other hypermedia systems and process the information by taking advantage of
the capabilities of the MUCH, such as reuse and outline generation. The information processed by
MUCH can be exported to a SGML document which can be then translated into other text or
hypermedia systems.

Experiences with Using the MUCH for Teaching

The MUCH system was used in teaching a class on hypermedia at the University of Liverpool.
Students met in a computer laboratory and each student in the group had access to a workstation
connected to the MUCH system. On the network the book Hypertexi: from Text to Expertext had
been installed, having been actually written using an earlier version of MUCH. During classes the
students and professor would study and discuss the contents of the book (which, amongst other
things, looked at the manipulation of text and the enhancement of communication). Tbe
collaborative hypennedia system used, actually illustrated (and so re-emphasized) the points made
in the book. Thus the MUCH system provided both the theory and the practice of a hypermedia
environment.

The students were required to do exercises in groups using the MUCH system and so, again,
the theory being learnt was constantly reinforced. Two exercises in particular merit description
here: one involved an assessment of MUCH-supported collaborative authoring and the other
involved automatic peer evaluation. In the first exercise the students were asked to create in small
teams a short essay about the pros and cons of collaborative authoring with the MUCH system.
The most frequently reported advantages of MUCH usage were its support of collaboration and
the ease with which annotations and other manipulations could be performed While MUCH is
partially synchronous, its failure to be truly synchronous engendered multiple complaints. The
familiarity of paper versus the unfamiliarity of MUCH was also noted as a disadvantage for
MUCH.

The second assignment of the class was for students to make, at least two, comments on the
manual for the MUCH system which had been loaded into dthe MUCH system. They were told
that their grade for this exercise would be based on how other students responded to their work.
More specifically, this response from other students would be measured in two ways:

Selection credit: how often the text blocks which the student wrote or modified were
'read' by other students. 'Read' meant 'selected' because the computer kept track of
every selection but did not know whether or not information was actually 'read'. A
student did not get any credit for selecting his own text block.

Creation credit: how often the nodes which the student wrote became the ancestor for
nodes created by other students. For example, if a student created a node and another
student attached a comment to it, then the first student received a 'create' credit.
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The results of the exercise were quite interesting. A number of phenomena that one sees in the
advertising world were employed by students to get more credit. For instance, some students
created flashy node names and node contents to get attention (e.g. "Bethan's mega exciting
comment!"). Other students tried to place their nodes near the top of the outline so that other
students were more likely to see them.Third, students who made minor amendments to other
nodes which had high importance managed to collect large amounts of credit.

Students did truly enjoy the discussion about the results of the exercise and made further
observations about computer-supported peer evaluation. The students felt that they should be more
actively involved in the assessment process. They proposed that the system should allow the
students to give grades (A-F) to a selected node and this information would be stored in special
ways. The questionnaire would allow the student to evaluate others along multiple dimensions.
The questionnaire should not be lengthy, ambiguous, or difficult to operate. However, evaluating
each node could be tedious and discourage users of the system. Alternatively, evaluation could
occur at the end of the work.

Conclusion

The Dexter-Groupware (DG) model, along with the SGML-HyTime-Dexter (SHyD) model
provides a framework for collaborative hypermedia. The DG model incorporates an interchange
mechanism into a standard hypertext reference model -- the Dexter model -- to enhance the
communication capabilities of the Dexter model. The interchange mechanism, namely the SHyD
model, is dedicated to information interchange and particularly to bi-directional conversion
between text and hypermedia. This interchange is achieved by employing several international
standards and by using the DG model to support collaborative work and doctuncnt reuse.

A collaborative authoring and reuse environment has been developed under the name of Many
Using and Creating Hypermedia (MUCH) based on the the DG model. Our experiences in
collaborative authoring and publishing with MUCH have shown that such tools can effectively
improve the production of large volumes of multimedia.

This paper mainly focuses on a model for sharing collaboratively developed multimedia
material. Collaboration and reuse may improve productivities within a well-coordinated
organization and increase the usability of resources. Improving product reusabilities and methods
of collaboration will directly impact the creation and dissemination of hypermedia information.
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Sailing Perseus: Instructional Strategies for Hypermedia in the Classics

Kenneth Morrell, St. Olaf College
Gary Marchionini & Delia Neuman, University of Maryland at College Park

In the world of ancient Greece, sailors had two options when attempting to go by sea
from one point to another: they could sail directly in the open sea, navigating by the
sun and stars, or they could follow the coast. The choice depended on the destination,
the time constraints (if any) for reaching the destination, and the experience and
confidence of the sailor. Either method might be appropriate, and both had their
risks. If we compare using Perseus to sailing in the Mediterranean, we find that many of
the issues remain the same. How users approach the materials will reflects their
ultimate goal, the time they have to reach the goal, and their level of expertise with
respect to both the content and the medium. In the case of Perkus, however, the shape
of the sea and the distances between "ports" keep changing. Furthermore, the
navigator can rely on no long tradition of knowledge about the "sea of information" to
make "sailing" any easier. Our experience in developing and evaluating Perseus over
the past four years has illustrated that instructors and students have used distinctly
different sailing techniques and strategies. These early experiences point the way for
other sailors to follow and provide guidance to those who would sail in other
environments or build lighthouses and instruments for other learners.

Perseus 1.0 currently contains approximately 6000 images and over a hundred megabytes
of textual information and indices. In its most basic configuration, Perseus is a
HyperCard-based system that comes on CD-ROM with texts and digital images in
PICT format. The images also come in an analogue format on a companion videodisc,
which also includes approximately eighteen minutes of motion video in the form of four
"Guided Tours" of Olympia, Isthmia, Eleusis, and Delphi. The textual and visual
information provided on the CD-ROM includes primary texts in Greek and English, an
historical overview, an atlas, and a variety of navigational tools. Perseus is more a
library and museum than a textbook and thus provides opportunities for students to
work at various levels (Crane, 1989; Mylonas, 1992).

Several examples of computer-based materials have shaped ideas about how computer
technology can influence instruction in the humanities and specifically in classics: Met,
a program that tutors students in the scansion of Homeric poetry; Hyper Latin, a
package of texts with notes and vocabulary and a field for students to write their own
translations or notes; Hyper Myth, a set of short entries on mythological figures and
events; Hyper Greek, an application that drills students on the morphology and
grammar of classical and Biblical Greek; Aristotle's Greek Tragedy Construction Kit, a
hypertextual examination of Aristotle's Poetics; and the Latin selections in the
Transparent Language series, which offer students grammatical and lexicographic
information in addition to the Latin text. Unlike these materials, Perseus is so rich and
complex that it simply does not fit conventional notions of applications with
preconceived pedagogical objectives. Beyond the capability to connect a set of
annotated nodes in the database, however, Perseus confronts the users with an enormous
amount of information and, in its infancy, provides few preconceived ways of using it in
the classroom.

This design reflects the philosophy of the developers: "If you build it, he will come."
And if "he" or they come, they will figure out what to do. Perseus was designed as an
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"open system" to allow maximum freedom of use. This design philosophy is reflected
by the dominance of implicit rather than explicit hypertexual links (Mylonas &
Heath, 1990). At any point, users can traverse to specific Perseus nodes in multiple
ways (e.g., through menus, typing destinations, or using HyperCard commands). This
open design provides the Perseus sailor with multiple options at any timefreedom
that requires navigational decision making and skill. Naturally, one can use Perseus as
one would use any set of primary texts, explanatory materials, and images. However,
the amount of available information and the medium within which it exists challenge
instructional paradigms that were dev oed in the world of print-based materials.
There has been considerable ambival__ among both faculty and students as they
struggle to identify the best way to "sail" the unknown Perseus sea.

In the following paper, we will discuss examples of Perseus use drawn from four college-
level courses taught during the 1991-92 academic year. In discussing each of these case
studies, we will describe the assignments instructors used to integrate Perseus in their
courses and summarize the results of our attempts to evaluate Perseus as a teaching and
learning environment.

CaF- SAudy 1

At Ball State University in the spring semester of 1992, Professors Martha Payne and
Walter Moskalew integrated Perseus into Classics 105: Classical Culture, a general
studies course on Greek and Roman civilization. For their sections of approximately
twenty-five students, the professors each demonstrated Perseus in the classroom,
prepared instructional materials, and created a structured assignment. Both instructors
used the "path" function to design their assignments. A "path" is a set of
predetermined locations in the database that students can access sequentially. Payne
developed an assignment that called for students to follow a path that began with a
passage from the historical overview and then took students through selections from
the texts of Herodotus and Pausanias. Other stops on the path included a
representation of Pan from a bell krater; the atlas with the locations of Sparta,
Eretria, Marathon, Platea, Athens, and Delphi plotted; a satellite photograph of the
Peloponnese; topographical images of Marathon; and site plans for Athens and Delphi.
For nearly all of 'be twenty-four stops, or "footprints," on the path, students were
asked to respond by answering specific questions on an accompanying worksheet or by
printing site plans and modifying them. The objective of the assignment was to expose
students to various sources of information about the First Persian War in order to have
them develop an understanding of the events and their significance by relying on
primary sources rather than on popular misconceptions about the Battle of Marathon.

The objective of Moskalew's assignment was to familiarize students with the
development of vase painting from the proto-geometric period (11th c. B.C.E.) to the
period of Attic black figure vases (late 6th c. B.C.E.). Students followed a path that
included stops at twenty vases. They were to look for specific decorative patterns and
design characteristics and keep track of them on an accompanying worksheet. They
were also to print (from the database) a summary card for one vase identified on the
worksheet.

Students reported spending between 4 and 8 total hours in an average of 3.7 study
periods to complete Payne's assignment and between 3 and 3.5 hours in an average of 2.7
periods to finish Moskalew's. The students expressed overall satisfaction with the
assignments for two reasons. First, the assignments were well-focused, task-oriented,
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and accompanied by detailed directions. Second, the assignments differed from other
text-based interpretive projects by making extensive use of visual imagesan approach
that gave the students a greater sense of directly experiencing the culture of the ancient
Greeks. Pictures seemed far more immediate and compelling than texts as primary
materials. Part of their overall satisfaction might have stemmed from the nature of
the assignments themselves task-oriented, specific, and limited in scope. While the
assignments may not have motivated students to explore the database and make
independent discoveries, the tightly structured sequence of tasks provided them with
an immediate measure of success.

Students' negative comments clustered around three issues: the speed of the computing
environment, especially with regard to accessing images over the network; the number
and availability of workstations; and the possibility of becoming disoriented in the
database. Although the first two problems are functions of the general computing
infrastructure, they did play a role in the third. Certainly the scope and diversity of
information in the database and the multiple means of moving through the materials
could pose a problem for students who find themselves outside the narrow and clearly
defined limits of specific assignments, and there were instances when students had to
quit and simply begin again because they felt lost. However, the risk of disorientation
was at least partially the result of the computing infrastructure and students'
unfamiliarity with the Macintosh environment. First, the slowness of the network
often gave students the impression that the system was not functioning properly; second,
the limited accessibility of the materials prevented students from spending enough
time with the system to become thoroughly familiar with its operation and to gain
much confidence in their ability to explore Perseus with greater efficiently and
productively.

Collateral Support. The experiences of the instructors and students with Perseus at
Ball State illustrate the importance of collateral support in the process of integrating
computer-based materials into the curriculum. Collateral support comprises three
elements: a supportive network of users that will sustain the continued development
and refinement of courseware, a student population that is steadily improving in their
ability to use electronic information, and a growing number of faculty members in other
disciplines who use computer-based materials and allow students to refine their
strategies for working with multiple and varied sources of information. The process of
integrating technology begins with an instructor's achieving facility with the
computing infrastructure and becoming thoroughly familiar with the materials. The
use of Perseus proved successful at Ball State because the instructors devoted enormous
time and effort to exploring Perseus and designing applications that were well-suited to
the requirements and objectives of their courses. Moskalew estimated that he spent as
much as twenty-five hours just creating the one assignment on vase-painting. Not all
faculty members are as proficient with workstations and electronic resources as Payne
and Moskalew; many do not share the same commitment to technology. Furthermore,
even proficient and committed instructors cannot sustain that level of intensive activity
evidenced at Ball State over a period of years.

The sec mid element of collateral support is the general level of the students computing
and hypermedia experience and their ability to work effectively with complex
databases. To raise the overall chances for successfully integrating electronic materials
as complex as Perseus, instructors should expect their students to expand their
familiarity with computing beyond simple word processing. Even encouraging students
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to use campus networks introduces them to a wider range of possibilities and prepares
them for working with electronic sources of information. This element of collateral
support as well as the other two depends on the development of a computing
infrastructure that ensures adequate access to information for students in their study
environments, for faculty members in their offices or studies, and for both students and
faculty members in classrooms.

The final component of collateral support comes from other faculty members who work
to incorporate computer-based materials into their curricula. Over the course of a
student's experience in school, s/he develops a set of strategies for processing
information presented in lectures, discussions, and printed texts. Students will become
more adept and confident in using computer-based information as lectures become more
interactive and incorporate more than one similltaneous source of information; as
discussions increasingly address computer-based materials and even, in some cases,
include discussion that is electronically mediated; and as assignments for individual
study encompass a more varied assortment of resources ranging from conventional books
to multimedia applications. The technology itself will become more transparent, and
students will begin to focus on the quality and relevance of the information, not its mode
of delivery.

Case Study 2

In the spring semester of 1992 at the University of Maryland at College Park (UMCP),
Professor Eva Stehle incorporated Perseus into Classics 330: Greek and Roman Religion.
The twenty-eight members of the cicss were able to use Perseus on three dedicated
workstations in the library. Students were expected to work in three-person teams in
the preparation of oral reports. The assignment called for them to find images of an
assigned god, the temples associated with his or her worship, and information about
the religious practices related to each deity. Students were to collect this information
and organize it into a path, which would serve as the mode of presentation for a
fifteen-minute class report. In contrast with the assignments designed by Payne and
Moskalew at Ball State, Stehle's assignment was considerably more open-ended. The
depth and quality of the students' reports varied so widely that Stehle ultimately
decided not to give letter orades but to judge the projects as either satisfactory or
unsatisfactory.

Observation of various groups suggested that the most successful teams based their work
around an integrative, conceptually-based thesis, while the less successful teams
followed a strategy driven simply by their ability to access information in Perseus. The
capability to access and collect information rapidly did not ensure a clear and cogent
presentation. As Allison Mulligan, one of the members of the evaluation team, noted:
"Perseus is a tool that allows students to be intellectually lazy if they choose to be. To
use it well requires initiative and effort. If the effort is missing, the results will be
minimal."

Perseus played a far greater role in Classics 330 than it did in Classics 105 at Ball
State. Perseus represented one of the primary sources of information, provided the
framework and presentation medium for the students' reports, and served as a means of
reviewing for the first examination and completing the final take-home exam. A
majority of students reported using Perseus between 10 and 14 times. The experiences of
both the students and the instructor were mixed. The four most positive aspects of
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Perseus for the students were the wide range of information, the ease of accessing
information, the potential to integrate different types of information, and the quality
and number of images. There were, however, corresponding problems. The broad range
of the materials also meant that depth in some areas and basic coverage in others was
lacking. It was in this area that a divergence between the expectations of the students
and those of the instructor grew more pronounced. While the students appreciated the
finite scope of the information, especially when preparing reports and reviewing for
examinations, the instructor expressed considerable frustration over the inadequacies of
the materials.

While a large majority (23) of the students found Perseus "useful" or "very useful" in
helping them find information for their reports, students were less sure of their ability
to use the system effectively. When responding to the question, "Rate how confident
you feel about finding information in Perseus (assuming that the information is actually
in the system)," almost half the students (13) said that they were "confident" or "very
confident" six were "neutral," and 8 reported that they were "unconfident" or "very
unconfident." The variation between the perceived usefulness of Perseus and the
students' confidence in using the system also suggests something of a paradox: when
faced with the alternative of the library as a source of information, the students
responded positively to Perseus; but when it came to using Perseus to locate information,
they were less enthusiastic about their chances for success. Their relative lack of
confidence might also reflect the difference between the idea of simply finding
information within a limited system and getting at the most important or crucial
elements in order to form a well-documented assessment. As the instructor noted in the
evaluation of the students' first reports, students' having greater access to information
did not necessarily lead to their gaining a more clear, accurate, and synthetic
understanding.

Students responded most positively to the quality of the images and the usefulness of
Perseus in helping them to find thematic connections among different types of
information. The juxtaposition of a large texival database with a sizable collection of
images that goes well beyond the scope of any single printed source certainly influenced
the students' perceptions. But again, the students' comparative viewpoint contrasted
with the instructor's, who was troubled with the lack of explicit links among the
sources of information. For the instructor (who, on the basis of her experience with the
sources and scholarly background, sees connections between images and texts that are not
explicitly noted in the system) the impression is less satisfying than it is for students
(who in many cases are experiencing their first exposure to the primary sources
themselves). Both the students and instructor agreed that the use of images from
Perseus added a sense of "three-dimensionality" to the lectures.

Shaping Expectations. The success of Perseus in Stehle's Classics: 330 was constrained
by the expectations of the instructor and the students and underscores the importance of
users having a clear understanding of the limits of the materials. The physical
characteristics of printed materials allow the users to gain a fairly accurate sense of
the limitations of a resource before they start reading sequentially or begin a careful
search for particular items of information. Users have a far more difficult time gauging
the suitability of computer-based materials because many of their strategies for
surveying the scope or complexity of a printed resource simply do not transfer to the
electronic medium. Developers of large databases face the challenge of making r.lassive
amounts of information manageable and accessible in a manner that belies neither
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richness of the resource nor the gaps. As these databases become increasingly complete,
the gaps may become far more important and manageable than the contents.

Case Study 3

At Bowdoin College in the fall of 1991, Neel Smith used Perseus as the basis for a set of
assignments in his course, Archaeology 101. Seventy-five students participated in the
course, which serves as the introductory course for archaeology and is required for
students who major in classics or archaeology. Three of the four assignments for the
semester involved Perseus, which was available to students through any Macintosh
connected to the campus network. The first assignment called for students to use a set of
Landsat images to determine whether the traditional assumptions linking
environmental factors to the location of Neolithic and Early Helladic communities
were valid. The second asked students to explore textual and visual information to
ascertain whether the Parthenon as a cultural artifact expressed Pericles' singular
vision of the Athenian ethos or whether other influences were at work. Finally, as a
take-home section of the final examination students were to design a monument at
Olympia to commemorate the victory of Diagoras--basing their ideas for the work on
Pindar's Seventh Olympian Ode, Pausanias' description of the statues at Olympia, and
the inventory of archaeological and topographical images.

One of the most significant aspects of Smith's use of Perseus was the emphasis he
placed on the students' working as members of teams. Students were free to form groups
generally consisting of three members. Members of each group were free to segment the
responsibilities according to each individual's abilities or proclivities. Smith
supported this arrangement of self-directed participation by evaluating the reports
with a system of checkmarks instead of letter grades and by having the assignments
account for only twenty-five percent of the students' final grades. Consequently,
students felt less pressure to make sure that each member contributed "equally" to the
group's work by performing all the tasks for each assignment.

Collaborative Assignments. Assignments that allow students to work in groups appear
to work extremely well to support examinationn of a wide spectrum of primary
resources, because the individual members of the group can turn to each other for help in
overcoming technical problems and difficulties. Students were, in fact, convinced that
the group approach enhanced the depth of their learning. From Smith's perspective,
the assignment on the Parthenon was less successful than the assignment on Diagoras'
monument because the students were simply overwhelmed with relevant information.
Both Smith and the students themselves realized that they tended to rely more on
verbal than on visual evidence when confronted with the complicated task of
evaluating and integrating a large number of visual images and written sources. For the
assignment of Diagoras' monument, Smith responded to the students' frustration by
providing two paths: one that dealt succinctly with the project and presented a limited
number of sources and an optional second path with more information. Clearly, success
in designing assignments will require developers to keep the range and amount of
information in line with the students' ability to evaluate their discoveries and
formulate clear ideas based on them.

One should also note that the dynamics of group assignments can run counter to the
individually-centered expectations of the educational system. As students address the
higher-level objectives of developing ideas and formulating arguments, members in a
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group must assume roles that go beyond helping one another in locating information and
must evaluate their peers' perspectives and modes of expression. Some students
expressed displeasure with the "inefficiency in the design of group assignments:
rather than proceeding directly to their individual conclusions, students had to
consider alternatives posed by group members and to muster evidence in support of
personal ideas and ways of expressing them.

Case Study 4

In the spring semester of 1992, Gregory Crane used I'erseus in Literature and Arts A52:
Classical Greek Literature and Fifth Century Athens, a course in the core curriculum at
Harvard. Perseus played a central role in illustrating lectures and in the meetings of
the discussion groups, and students were expected to complete two assignments using
Perseus in a laboratory with networked Macintoshes and supported by a Perseus
teaching assistant. The first assignment focused on,the topic of authority and
legitimacy in Aeschylus. After having read a number of Aeschylus' plays, students
used the English-Greek word list in Perseus (a feature that allows users to search the
definitions of Greek words in the lexicon for specific terms) to find Greek words that
contained "king" in their definitions. Students then checked the definition of each
applicable word to identify the most important words and looted to see which words
appeared most frequently in Aeschylus. The assignment called for studei:s to
determine what Aeschylus' the primary word for "king" and to see if variations of this
term also appeared as words other than nouns. Students performed the same analysis
for the stem "tyran" with the ultimate objective of identifying the primary expressions
for "tyrant" in Aeschylus. Stndents took this analysis one step further and used the
"Show Usage" feature to locate each example of how Aeschylus used the terms. By
looking at the English translations ol each passage where the term was found, students
determined whether Aeschylus blurrod the distinction between the terms for "king"
and "tyrant." As the final component of this assignment, students prepared a path to
document their conclusions about how the distinction between the two terms influenced
their interpretation of Aeschylus' Oresteia.

For the second assignment, students addressed two questions: "How did the Greeks
represent themselves in art?" and "How did the Greeks talk about themselves?" For
the first part of the assignment students chose one aspect of Greek society as documented
in an exhibition at the Fogg Museum entitled "The Social Context of Greek Art."
Students found objects that were in the Perseus database but not included in the
exhibition to provide additional support for their observations. For the second part of
the assignment, students used the skills they developed in the first assignment to
search for expressions in the textual database that would ill .strate how the Greeks
viewed themselves. Their observations took the form of a per approximately five
pages in length.

Privileging Views of Students. According to the questionnaires, students used Perseus
between 5 and 30 times, with a mean of 16.2 sessions. The results from interviews show
that students spent between 4 and 10 hours using Perseus to complete their assignments.
The reaction of students to the assignments was mixed. They believed that Perseus
enabled them to learn "differently." Several reported in interviews that they had
made personal scholarly discoveries. For example, one student noted how he explored
an observation he made about fully-armed Hop lite soldiers' not wearing sandals on
vase paintings but having sandals in drawings found in printed secondary sources. Since

397

4



this studentlike many others in the course had never studied ancient Greek before this
experiencesuch a discovery is remarkable.

Other students, however, complained about the attention to detail required by the
assignments and argued for a broader, more thematic approach. They said they would
prefer to read an established scholar's analysis of Aeschylus' terminology rather than
hying to discover it for thems _ yes. Their comments did not reflect avoidance or
laziness but their concerns about learning the best interpretations available. The access
through Perseus to a sizable amount of primary sources of all varieties permits
instructors to design assignments that privilege the perspectives of students over the
observations of specialists, who in the past were the only ones who had similar
opportunities to study the primary material. Some students, of course, will find this
situation uncomfortable. Those who approach a course such as Literature and Arts A52
with the expectation of developing and practicing basic research skills will view
Perseus-based assignments differently than those who expect assignments that will
call for them to survey prevailing scholarly opinions. The findings from Crane's course
underscore the fact that students come to courses with differing perspectives, iust as
instructors address the same topic with differing approaches. If Perseus is to change
the nature of teaching and learning, helping students understand how research-based
learning differs from the more traditional lecture approach must be a critical
consideration. Making students aware that the personal construction of knowledge is
dependent on close scrutiny of primary materials may be a useful first step.

Summary

Each of the instructors whose assignments form the basis of this discussion approached
Perseus with the idea of creating ways for students to study aspects of the ancient Greek
world in ways that would have been cumbersome at best with conventional sources.
Even those assignments that tended to focus on a single type of information (for
example, Moskalew's assignment on the conventions of vase painting and Crane's
assignment on the use of certain words in Aeschylus) would have been nearly impossible
without Perseus. It is doubtful b it any casual user would have approached the
materials in the same ways with comparable success without the assignments to guide
their study.

In every case study, at least one assignment called for students to form conclusions about
ancient Greece based on a variety of dissimilar sources. While the elements in the
database may exist as finite, discrete elements, the instructors viewed them as parts of
a synthetic whole, an interconnected set of a society's artifacts, and attempted to
convey that sense to their students. Each of the case studies illustrates a particular
issue that has implications for instructors who intend to integrate complex multimedia
materials like Perseus into their curricula. Such resources enable instructors and
students to engage in self-directed, synthetic learning that is driven by access to
primary materialthat is, to sail unknown regions according to their own levels of
comfort and confidence. Sailors embarking on the new seas of information, whether
they choose to head out over open water or follow the coast, might keep the following
matters in mind. First, instructors need collateral support in the form of an adequate
computational infrastructure, which includes both the material resources associated
with computing (computers, networks, and data) and appropriate intellectual support
(a aetwork of informed, experienced users). Second, expectations matter! This is
especially true in open systems like Perseus that allow instructors and students great
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freedom of access. Although rigid preconceptions about the role and importance of
technology are problematic, instructors must be clear about how much direction to
incorporate in their assignments. Generauy, time investments are heavy "up front"
before students use the system for highly directed assignments (e.g., creating paths to
follow). Investments in time are heaviest while student use of the system for
eEploratory, self-directed assignments since students. Third, hypermedia-based
materials by their nature challenge modes of instruction, study, and evaluation that
are grounded in a competitive, individualistic educational system. Finally, technology
motivates instructors and students in the humanities to privilege the perspectives of
students gained through the application of basic modes of research. Providing students
opportunities to work as scholars privileges them on the one hand and demands new
learning strategies and perspectives of how their 'dine is used on the other.
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Introduction
Formula Editors with Keyboard and Mouse
In most existing CAI applications and word processors, it is difficult to input mathematical
formulas. We developed the Mathematical Formula Editor (MFE) [Nak89] to remedy this
situation, and integrated it into our CAI applications [Aka92, Hid92]. Recently, some word
processors on personal computers have also been equipped with an equation edit r or formula
typesetter. These formula editors allow a user to input formulas with a keyboat and mouse.
or --qtions are relatively easy because most of the editors are designed in accordance with
tb What You See Is What You Get" (WYSIWYG) concept. It is practical to use a
keyboard and mouse because these devices are very popular at present.

Formula Editors with Pen Interface
Mathematical notations have a two-dimensional extent. so that input of mathematical for-
mulas is similar to that of graphic objects. In this respect, a mouse is useful. But math-
ematical formulas include characters, and in this respect a pen interface has the merits of
both a mouse and a keyboard.

Many devices and software systems for pen-input have been developed in recent years.
We think that pen-input interfaces will become very popular in the next few years. even at
schools. For students who are novice computer users learning basic mathematics. pen-input
with an electronic tablet is a friendlier and easier way of inputting fornmlas than input with
a mouse and keyboard.

For CAI applications in the near future, we designed and developed the Pen-input Math-
ematical Formula Editor (PenMFE), which is a prototype formula input module with a pen
interface.

Generally speaking, it is easy to learn how to use a pen-input interface. As regards
formula input, the interface has an additional merit: flexibility of input order. Our prototype
module provides users with two important features:

1. Users can input formulas in the same form as when they are writing pen and paper.
There are no restrictions on the order in which they write the parts.

2. Users can edit formulas easily and tidy up the layout.
This paper describes the user interface and fornmla recognition algorithms of the Pen-

MFE.
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Overview
The system consists of pen-input hardware and a program.
The hardware consists of an electronic tablet and a stylus (special pen), The tablet is

integrated with a liquid crystal display (LCD) screen in such a way that as the stylus slides
across the tablet a trace line is displayed simultaneously. The resolution of the LCD screen
is 640 by 480 pixels (3 pixels/mm). The scan line density of the tablet is 10 lines/flint and
the sampling rate is 67 Hz. The stylus has no cable, so the user is not bothered by it.

The program is the body of the PenMFE. It is called as a subroutine from a CAI appli-
cation that requires formula input, and is divided into three sub-modules: the Handwriting
Recognition (HR) module, the Editing Object Management (row module, and the For-
mula Recognition (FR) module (see Figure 1). The HR module receives input signals from
the tablet and translates them into editing objects (characters and mathematical symbols).
The EOM module handles these objects and controls the display on the tablet. After all
required objects have been input, the FR module analyzes the structure of a formula and
translates it into a character string: a linear form [Nak89]. When the user has completed the
input operation, the application that called the PenMFE receives this string and checks it.
The linear-form notation represents only the structure of a mathematical expression. The
PenMFE does not check the mathematical meaning of an input formula. Therefore, each
application that uses the PenMFE has to have its own parsing routine.

Input of a Formula
Screen Appearance
Figure 2 shows the initial screen of the PenMFE. Most of the screen is occupied by a
large blank frame, which is the input area. In this area, a user writes alphanumerics and
mathematical symbols with the stylus. He/she can also write some marks and signs, called
gestures, which are used in operations for editing formulas.

Below the input area, there are some small frames containing words. These are connnand
buttons. When the inside of a frame is touched with the stylus, the system executes a
command.

Free Input Order
In ordinary writing with pen and paper, the order in which mathematical expressions are
drawn is not fixed; it. depends on personal taste and the user's native language. For example,
in the process of writing fractions, some people write a division line first and some write it
last. Moreover, most English-speaking people write the numerator before the denominator.
On the other hand, most Japanese write the denominator earlier, because it is read first in
Japanese. Of course, the notation of fractions is exactly the same in both languages.

The PenMFE also allows a user to input a formula in free order. The user can write
characters and mathematical symbols in whatever order he/she likes. The writing position
is also free, as long as it is inside the input area. As the user writes objects (characters and
symbols), the system recognizes them one by one. Each handwritten object on the tablet
is transformed into a letter type or a graphic symbol before the next object is recognized.
The user has to write objects at intervals of more than 500 msec, because the system starts
the recognition process on receiving a signal indicating that. an interval of this length has
elapsed since the end of the last writing action.
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Input of Editing Objects
The transformed characters and symbols are called "editing objects." They are displayed on
the tablet and each is enclosed by a frame (see Figure 3(a)). The frame shows the extent
of each object. For characters, the size of frames is fixed at 32 by 32 pixels. Even if a user
writes a small character, it is transformed into an object of this size. On the other hand, a
character should not be written larger than this size, because if it is, the system recognizes
it as a mathematical symbol or a gesture. This rule enables the system to distinguish similar
objects, such as minus signs and fraction division lines. In the PenMFE (and the former
MFE), symbols such as and are categorized as characters. Only symbols that
have a hierarchical structure are categorized as mathematical symbols. A mathematical
symbol always contains at least one character or one mathematical symbol, and therefore
no mathematical symbol is smaller than a character.

A handwritten mathematical symbol is transformed into a graphic symbol. The size of
this object depends on that of the handwritten symbol. Like a character, a mathematical
symbol on the tablet is enclosed by a frame. This frame contains some graphic marks called
handles (see Figure 3(b)), which are used for size adjustment.

For instance, if a numerator or a denominator is long, a user can get a long enough
fraction division line by drawing a horizontal line of the same length. Even if it is known
that the length will be shorter or longer after some other inputs, it is possible to adjust the
length by operating the handles.

Editing objects are moveable. If the first stroke of the stylus begins on an editing object
(inside a frame), the system recognizes it as a movement operation on the object. The
object is moved to the position at which the stroke ends. A user can move editing objects
anywhere in t ne input area by means of this "drag and drop" action (see Figure 4). The
size of mathematical symbols can also be adjusted in this manner (see Figure 5).

Adjustment Rules
After all the required editing objects have been input, the user adjusts the position and size
of each object, so that the system is able to recognize them correctly as a single formula.
There are some rules for the adjustment of editing objects, but no effort is required to karn
these rules, because they are almost the same as for mathematical symbols on paper. For
example,

Square root: The contents of a square root must be inside the area indicated by the
L-shaped frame of the root symbol.

Fraction: The numerator must be above the fraction division line and the denominator
must be below the line. Both must be inside borders indicated by the two ends of the
division line.

The expression of a superscript (exponent) on the tablet is slightly different from that
on paper. It is difficult for a user to write a small character on the tablet, because the
resolution of the tablet is rather low in comparison with that of pen and paper. Parallax on
the tablet is another cause of this difficulty. For the same reasons, it is also difficult to write
characters of different sizes deliberately. Therefore, the size of displayed characters is fixed.
A superscript on the tablet is expressed by a gap between the positions at which characters
and symbols are located (see Figure 6). If a character (or a symbol) is above the line through
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the center of a letter to which the character applies, it is recognized as a superscript. When
the content of a superscript is not a single character, all of the components must be above
the central line. A merit of this method is that multiple superscripts can be used as long as
the input area is wide enough.

Editing of a Formula
In the PenMFE system, users can input formulas in the same form as when they are

using pen and paper. Furthermore, they can edit formulas. It is easier to modify a formula
on the tablet than on paper. Editing objects on the tablet are movable, size-adjustable, and
erasable. A roughly formed formula can be rearranged neatly by means of a command. It
is also easy to insert a term into the formula.

As mentioned above, editing objects can be moved and resized by means of a "drag and
drop" action. Other methods of editing objects include the use of gestures and command
buttons.

If a circle is drawn that encloses some objects on the tablet, the color of these objects if
reversed, indicating that they are grouped as a single object. These grouped objects can be
moved simultaneously.

If an 'X' mark is drawn on an object, the object is deletul from the tablet. By combining
these two gestures, "group" and "delete," the user can delete more than one object at a time.

If the 'check' command button is selected, the system checks that the editing objects in
the input area form a single formula. If the formula is recognized correctly, it is erased once
and displayed again in a neat form. For instance, letters are aligned, symbols are adjusted
to the proper size, the numerator and denominator are centered, and so on. In this process,
characters and symbols are not placed too close to each other. Proper spaces are placed
between them to allow 'insert' operations (see Figure 7).

In ordinary writing, it is troublesome to insert a new term into a formula that is written
on paper. On the tablet. however, it can be done easily by combining the 'group,"pack,'
and 'check' commands. First, a user inputs the new term anywhere in the input area except
on the original formula, and uses a 'group' command to group objects that make up the
term. When a 'pack' command button is selected, a group is changed into a small icon (see
Figure 8). The 'pack' command is available only when the selected objects form a valid
term. They have to form a single formula in order to be integrated into the original formula.
An icon is a slender symbol that can be moved in the same way as the other objects in the
input area. The icon is thinner than the spaces in the rearranged formula, so that it can be
inserted anywhere the user wants. The 'check' command is also available for a formula that
includes an icon. In this case, the term that is 'packed' in the icon is restored and placed in
the original formula.

Algorithm for Formula Recognition
HR module
Stroke data on handwritten characters, mathematical synthols, and gestures are sent from
the tablet to the HR module. This module uses pattern matching algorithms for recognition
and has a. pattern dictionary that covers me7e than 2000 characters and gestures (most of
the characters are Japanese kanji).
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However, only alphanumeric and some symbolic data are referred to in the PenMFE
system, because the others are not necessary for formula input and editing. As mentioned
above, the gesture recognition process starts when intervals of 500 msec occur between
writing movements, so characters and symbols must be input one by one.

Formula Recognition Rules
Some methods for formula recognition have been studied [Cha7t., And771. These involve
the the use of a visual language parser that analyzes the mathematical meanings of formulas
completely. On the other hand, only structural information on a formula is required in the
PenMFE, because a student may input an incorrect or meaningless formula. It is a role of a
CAI application to analyze the meaning from the linear form. Consequently, the PenMFE
can recognize a fornmla by using simple algorithms.

The EOM module has a table of editing objects on the tablet, and uses this table to
control them. In the table, the followin,, information on each object is recorded: attribute
(whether a character or a symbol), type (character code or type of the symbol), position,
and size. When a formula recognition process is required in the 'check,"pack2 or 'OK' (the
end of input) command, the FR module refers to this table and analyzes the structure of a
formula. In the first step of the formula recognition process. the left most object is selected.
Then, the line through the center of this part is defined as the (typographical) base line
of the fornmla. The center line is a horizontal line that. passes through the object's y-axis
center. Along this base line, editing objects are checked from left to right and translated
into character strings.

When a mathematical symbol appears in the translation process, an area for its content
is defined. As mentioned in the previous chapter, the definition depends on the type of the
symbol, but the shape of the area is always a rectangle, irrespective of the type. Editing
objects in the area are transferred from the original table to a new table. Then another
formula recognition process starts with the new table. A user therefore has to arrange these
objects so that they are contained completely inside the area.

As a general rule, overlapping of objects on the tablet is not allowed in the formula
recognition process. but it is inevitable in the input and editing processes. The results of
test use showed that users tend to write characters too close together. This is because the
extent of a character spreads when it is transformed from a handwriting into an edithig
object. For this reason, overlapping among characters is tolerated to a considerable extent
in the formula recognition process. Overlapped characters are recognized correctly except
when the x positions of the characters are identical.

Discussion
Figure 9 shows samples of mathematical formulas edited by the PenMFE. As these

samples demonstrate, the PenMFE can manage most basic mathematical notations that
appear in high school mathematics textbooks. The only exception is matrices. The numbers
of rows and columns in a matrix are not fixed, so the FR module with its simple algorithms
is not able to recognize the structure of a matrix. Another problem is the limited size of the
input area, which is caused by the limitation of the tablet's resolution. Because of this, this
prototype is not able to handle large formulas such as long equations that consist of many
terms and continuously nested fractions. However, this problem will be solved by progress
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in hardware technology and use of a scrolling feature.
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Conclusion
We have developed a prototype of a mathematical formula input module with a pen

interface. The prototype demonstrates the possibility of using a pen interface in CAI ap-
plications. We are planning sonic experiments to measure the usability of the PenMFE.
Improvement of some features and integration of the PenMFE into our CAI application are
also planned.
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Teaching Science Laboratory Classes with Multimedia:
An Australian Experience.

MICHAEL W. NOTT, MATTHEW D. RIDDLE & RICCI E. SWART*
Faculty of Science Multimedia Teaching Unit and *Television and Optical Disc

Development Unit,
The University of Melbourne, Parkville,

Victoria, Australia 3052

Interactive computer simulations of science experiments are increasingly common. Such
programs are potentially popular with students and staff as substitutes for laboratory exercises.
But there are two major problems: firstly, computer simulations usually do not show details of
the experimental set-up. Such details are important if the program is to be maximally useful for
teaching because skills acquisition is an important aspect of practical laboratory classes. Secondly,
such simulations generally rely on mathematical models of actual experiments and, as such, they
deprive students of the opportunity of working with real experimental data, which is a critical
factor in science education.

The general aim of the project was to place a previously text-based course in laboratory
pharmacology within a Multimedia environment (drawing on video, sound, simulations,
animations, illustrations, still photos, chart and statistics packages all on the one digital display
screen). Firstly this involved producing QuickTimen, videos which would better show how to set
up experiments than did the original protocols. Secondly, the same videos were also to be used to
introduce existing computer-based simulations so that the simulations became more realistic and
effective in teaching. Thirdly, in order to allow tt students to work with actual data, without
setting up the experiments, a series of analogue to digital records of actual experiments were
generated using MacLabrm (ADInstruments, Australia) hardware and software. HypeiCardTm is used
as the front end for the overall student-computer interaction. At all stages of the project close
consultation with research groups in the Pharmacology Department was encouraged, so that much
of the actual experimental data is to come from the research laboratories.

Ancillary objectives of the project were to: integrate our current and developing Multimedia
resources into a single teaching package, design, and evaluate the package with two key objectives:
enhanced learning and more efficient teaching, bring program to the point where it may be
published as a digital compact disc for use in Dem f Pharmacology throughout Australia
and internationally, and to provide a model ; --..eiation in the development and use of
Multimedia for teaching in other University dis --, The Australasian Society for Clinical and
Experimental Pharmacology and Toxicology offi co-ordinate thses activities.

The current report is based on student laboratory exercises in pharmacology (Nott, Thaina &
Riddle, 1989a, 1989b; Nott, Thaina, Riddle & Swart, 1992a, 1992b, 1992c) but the system is a
model for other science disciplines. Videotaping, editing and audio mixing were carried out by the
University of Melbourne Television and Optical Disc Development Unit. Seven 3 to 5 min video
sequences were compiled to make them appropriate 'triggers' for the computer simulations. Each
trigger was further edited down to a 30 sec to 1 mM duration to minimize file size requirements for
QuickTimem sequences.

4 408



Computers in student practical laboratories

Many of the experiments conducted in Pharmacology and Toxicology (and in other biosciences)
involve the measurement of muscle contraction, respiratory function, vascular activity or heart,
brain or nerve depolarization. Typically, change of muscle length, development of force, changes
in blood pressure, change in resistance to air flow or changes in electrical activity are measured
using appropriate transducers and amplifiers. In the past, the output of these transducers and
amplifiers would be recorded on oscillograph analog pen recorders. But recently computers have
been introduced for this task. The system presently being used consists of Macintoshrm computers
receiving signals from Mac Labn" analog to digital converters. The MacLabTm can convert up to 8
analog signals simultaneously and MacLabTm software has been written to easily handle the
Macintoshrm side of the workstation. The system is user friendly and requires only an hour or so
of tutoring at the beginning of the Semester before students are able to start using it.

In Physiology and Pharmacology at The University of Melbourne there are 64
MacLab"/Macintoshrm IIci workstations (Pharmacology has 16 of them; Fig 1, left). They are
networked into 4 systems, each served through Ethernet by a Macintoshmilfx and laser printers.
The MacintoshrmlIfx is connected to remote University systems by optical fibre. The display
units at each workstation also support video, and the laboratories are wired for video transmission
(Fig 1, right). Thus, not only do the systems function as recorders but are also well suited as
Multimedia tutorial devices. So the students, while engaged in a practical class, also work through
associated materials so that the practical class becomes a rich learning environment incorporating
videos, sounds, simulations, graphics, still photos and text, graphical and statistical recording
packages.
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Figure 1 The Department of Pharmacology multimedia-capable laboratory
Left: Multimedia systems in the Department of Pharmacology, The University of Melbourne.

The workstations function as data acquisition devices through the MacLabTm analog-digital
converters, and as Multimedia systems served by videotape videodisc and CD-ROM. Student

reports are transferred to the MacintoshTmllfx server for assessment and feedback by staff.
Right: Students using the MacLabnI/MacintoshTm Multimedia workstations in the Department of

Pharmacology, The University of Melbourne.

Integration into existing courses

The Program is a resource which can be incorporated easily into existing courses. The
Pharmacology Program will replace and enhance existing laboratory protocols. Our surveys
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indicate that, as in our own department, many other departments will use the Pharmacology
Multimedia Practical Program 'as is' simply running their practical laboratory classes according
to protocols and resource materials as they appear in the Pharmacology Program. Alternatively,
the Pharmacology Multimedia Practical Program can be used as an adjunct to established course
material. In this respect the Program can be valuable to departments wanting to run it alongside
their existing practical curriculum as a computer-based tutotlal system. It may also be used to
supplement teaching in lectures, where examples and data can be called up for screen projection.
For maximum flexibility, simple generic software tools are used in order to allow the updating or
modification (according to the needs of a particular department) of textual material into practical
protocols and tutorials.

A typical experiment in Pharmacology is one which examines the effects of a drug,
acetylcholine, on the smooth muscle of the intestine. The eAperiment illustrates some of the
important aspects of pharmacology laboratory work: the skill of setting up a biological
preparation, the recording of responses (in this case contractions of (he smooth muscle), the
measurement of responses, the graphing of intensity of response against concentration of a drug,
the nature of variation between responses, the application of statistics to the results, the ability to
write reports and draw appropriate conclusions.

Text (on screen) retained as basis of Multimedia protocols

At present the older style written practical laboratory manual is used as the basis for the course.
But the protocols have been precised for screen display. Nevertheless, on-screen text remains the
primary instructional medium. Each experimental protocol appears with the typical sections
Introduction, Methods, Results and Discussion which together constitute the well established
structure of scientific journal papers to which students are exposed early on their course work. It is
envisaged that there will later be electronic journals for Pharmacology (and other sciences), to
which our students will eventually contribute, and that these journals may have their own editorial
style. But we predict that the basic structure of the scientific paper (noted above) will be retained,
and that on-screen text (albeit liberally sprinkled with QuickTimeTm video and audio) will be the
key instructional medium. But the appropriateness of on-screen text needs to be determined. It is
therefore planned that for at least one of the practical protocols a comparison will be made
between three different modes of screen presentation, in which the following modes of instruction
carry the protocol content: text based instruction, coupled with Quick TimeTm video sequences
(called up on demand by the student); point by point instruction; coupled with QuickTimena video
sequences (called up on demand by the student); point by point instruction (as above) with voice
over, coupled with QuickTimeTm video sequences (called up on demand by the student).

In the Introduction to each practical protocol, the student reads the background and the reason
for doing the experiment. But students are expected to know the background to the experiment and
the reasons for using the particular experimental protocol. A novelty introduced here is an
electronic `Demonstratoe an icon of a face which appears on the screen periodically, throughout
the whole program, to interrogate the student, using voice or text, about the work they are
immediately engaged in. The 'Demonstrator' may be easy (friendly 'Tutor' icon) or tough
(Professor' icon). 'Demonstrator' questions come from a HyperCard", stack.

With the student having a firm knowledge of the Introduction to the experiment, he or she
moves on to the Methods section in which is concentrated the Multimedia sequences, particularly
Quick Timer"' videos. If, for example, the student needs to see or hear how biological tissue is set
up for recording they click the mouse on the appropriate hot-spot in the text or refer to a pull
down-menu. Similarly they call up in Quick Time." other key parts of the Methods (Figure 2).
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At any time the student can refresh their memory about a technique by calling up the appropriate
Quick Timer'', video from a menu comprising titles of all the Quick Time.' sequences in the
protocol. Then, when the student has set the preparation up (or, in the case where the student is
working with prerecorded data or a simulation, has been appropriately orientated with the
procedure) the Results section begins with the application of drugs and the recording of responses.
In the practical course program the students spend one laboratory session using pre-recorded data or
a simulation ancl then, in the next session, to do the actual experiment.

;.?

Figure 2 Two QuickTimerm sequences (actual size)
Left: the correct set up for an experiment using an organ bath preparation for measuring

contractions in a length of intestine from the guinea pig, and right: a demonstration of how to
adjust the tension on the tissue.

Finally the student is ready to write their report as though it were a Discussion in a scientific
paper. They construct the report on the computer using text, graphs and other illustrations from
their experiment. In the Discussion section the student may be asked (by the icon 'Demonstrator')
a number of key questions, and thus be urged to draw conclusions relating to the experiment. The
student's report is sent back to the server MacintoshrmlIfx for subsequent markipg, bi the teachers.
The MacintoshTNIIfx is linked to laser printer so that the student may get a hard copy of their
results if they so wish.

Increasing the effectiveness and efficiency of laboratory teaching

Teaching science through laboratory work is essential but is expensive in terms of staff and
materials. With increasing student numbers, many students who wish to take Science Practical
flasses are not able to be accepted. For these reasons the Department of Pharmacology, like other
scielice departments, is constantly seeking to make its laboratory based teaching more efficient. in
1991, when we upgraded our practical class laboratories with computer-based data acquisition
systems, we toult: the opportunity to make a major impact on our effectiveness and efficiently by
ensuring that the sysi?ms were optimal for delivery of interactive Multimedia. Features described
in Table 1 suggest that the program should enhance learning, enhance skills acquisition and
increase the efficiency of tezching (i.e., less time required by students and staff to accomplish
particular exercises).
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Table 1

Features of the Multimedia Program and intended outcomes

Feature Intended outcome
Replace traditional print practical protocols with flexible and enhanced
more engaging Multimedia 'on screen' schedules. learning
Systematize information delivery using Multimedia and increased
therefore minimize variation between tutors. efficiency
Reduce the time taken by tutors to deliver trivial information enhanced increased
and free up time to engage in deeper learning, learning efficiency
Allow the option of running practicals as simulations, as recall enhanced increased
of prerecorded experiments, or as actual experiments, learning efficiency
Incorporate computer-based spreadsheet and graphing exercises enhanced
into practical schedules. skills
Introduce, as simulations, new practical exercises that are enhanced
otherwise too complex a- ethically undesirable to conduct. learning
Save on the use of some animal preparations, again by running increased
simulations ethically desirable. efficiency
Introduce students to exemplary post-graduate scientists through enhanced
biodata and key experimental findings. learning
Encourage the writing of reports using Multimedia, thereby enhanced increased
introducing students to the concept of electronic publishing and skills efficiency
making 'on-screen' assessment of reports possible.

Evaluation

For each feature of the Pharmacology Multimedia Practical Program shown in Table 1,
intended outcomes will be monitored and evaluated, appropriately, in terms of: patterns of use
according to previously installed computer-based log; responses in student interviews;
questionnaires of staff and students; achievement data.

In the development and testing period of the project most emphasis has been placed on a course
in Pharmacology to Second Year Science students: 28 students spend 3 hours per week for 13
weeks in the practical laboratory. Comparisons will be made between report marks and final exam
results of a 1993 cohort and those of students taking the same course over the preceding 3 years.
Comparisons will be made between performances of the cohort in 1993 classes which are run on
Multimedia and in control classes which are run using traditional print protocols with no
Multimedia.

Development activities

In sequencing the various activities for the development of the program it was necessary to
order activities as follows: brief Designer/Programmer; transfer and adapt practical schedules to
computer; customize Microsoft Tm Excerrm spreadsheets with statistical macros & graphing
(Excetrm adopted because it is the most common spreadsheet package); assemble 100 video, sound
and animation sequences in Quick TimeTm format (Quick Time", is free with all colour-capable
Macintoshml computers); scan and animate 34 simple line drawings to show the key point of each
practical; design HyperCard Thrrm for management & interactive software system (Comes free with
all Macintoshrm computers and is extremely versatile Multimedia management package); develop
'Demonstrator' an icon of a face which appears on the screen periodically to interrogate the
student, using voice or text, about the work they are engaged in. The 'Demonstrator' may be easy

4 r)
412



friendly Tutor icon; or tough Professor icon. 'Demonstrator' draws on the HyperCard 1.14
stacks such as profiles of drugs used in pharmacology and toxicology practical laboratories,
formulae of physiological saline solutions, references, pharmacological anecdotes including
profiles of recent graduates, multiple choice questi,,ns (MCQs; courtesy University of Sydney,
Department of Pharmacology). Further activities were to develop MCQ scoring mutines; trial and
tune the program in Science practical classes, demonstrate/discuss the program at national and
international learned society meetings and prepare reports for publication. Final activities are to
advertise and publish the program as CD-ROM.

Development software

The central development software chosen for this project is HyperCard Tm, which has become a
widely used environment for implementation of educational software on the Macintosh.
HyperCard Tm allows the combination of textual material with video, sound, animation and graphics
in a highly interactive way, and provides the necessary tools for the design of interfaces which are
clear and easy to use. Apple Computer's recently-released Quick Time" format for time-based data
such as video made practical the integration of short video sequences. Control of QuickTimeTm
sequences using HyperCardmf can be achieved using external commands (XCMDs) provided by
Apple.' for this purpose. These XCMDs allow video sequences to be initiated by HyperCardTM
scripts, and any on-screen action within HyperCardTm, such as a mouse-click on a button or a
menu selection.

An engine for recall and playback of digitized data

A software engine for the recall and playback in real time of data recorded using the MacLabrm
analogue-digital recording system has been developed. This MacLabTm Engine allows students to
call up actual experimental data, in graphical forn, from within Hyper Care, as though they were
conducting the experiments themselves. A response such as, for example, an increase in blood
pressure is represented as a developing trace scrolling in real time across the screen. The student
user has the ability to navigate through the experiment, analysing results as he or she does so.
This means they have access to a large and expanding bank of experimental data built up by
researchers at the Department of Pharmacology, as well as to data they collect from their own
experiments.

Video format

Video sequences were recorded and edited using BVU-SP broadcast ()nifty video tape. The
sequences were shot with a light blue background and high contrast lighting to improve clarity and
luminescence, which were seen as particularly important because of the small size of the final
QuickTimerm window. This factor combined with the low frame rates in comparison to traditional
PAL video display (25 frames per second; fps) imposed certain restrictions on video content,
making the inclusion of extreme wide shots and fast pans and zooms undesirable. Dissolve
transitions were preferred to direct cuts. Talking heads were avoided because of difficulties with
accurate lip-synchronization at low frame rates.

The sequences were later digitised using a VideoSpigotn' NuBUS video capture board made by
Super Mac on a Macintoshn4 IIci computer. It was possible to capture smooth PAL video
sequences at 10 fps at the window size of 192 x 144 pixels (see Figure 2). All sequences were
then compressed using the QuickTimeTm video compressor.
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Currently we are able to play back the QuickTimeTm video sequences at the rate and frame size
at which they were captured, in 16 bit (near photographic quality) colour. Limitations imposed by
hardware on display of video material using Quick Time" involve, among other factors, data
transfer rates of storage devices and the speed of the Central Processing Unit of the computer. The
three major software factors involved in digital video display are image quality, frame size, and
frame rate of the video sequence. As a general rule, varying one factor will have an inverse effect
on at least one of the other two, so that, for example, increasing frame size will reduce playback
frame rates and necessitate a reduction in quality of the image. Because of the large file sizes
generated using digital video, sequence lengths were kept to a minimum. Despite the current
limitations imposed by digital video, it was possible to include high quality digital video in an
interactive way using HyperCard Tm.

Conclusions

The authors have vetted the needs of pharmacologists and toxicologists for this type of
interactive Multimedia program to teach student laboratory classes and then insisted on
professional production standards in terms of content, video, sound, graphics and interface design.
ln so doing it is hoped to produce programs law result in more interesting and engaging
pharmacology and toxicology laboratory sessions. The work is relevant to other disciplines
introducing simulations and Multimedia to their students. It could encourage more emphasis on
the laboratory environment as the most appropriate for learning science. It could introduce
students to electronic publishing. Issues that are of concern, and which will be investigated, are
whether the traditional research paper format should be the protocol metaphor and whether text (on
screen) should remain the basic structure of the practical class protocol.
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The Hypermedia-based Interactive Student-Assessment System (HISAS) is a new
concept that involves the integration of hypermedia with key requirements for advancing
students' education. It includes creation of an interactive system for assessing student
competence that can foster individualized progress through a given curriculum and
provide instructors and administrators with quantitative, standardized assessments. In
this paper, we describe the rationale, concept and architecture of a HISAS. We then
present preliminary results of our prototype development effort.

Assessment: Value and Difficulties
Assessment serves a variety of purposes, central among which is to support

decisionmaking that concerns students' scholastic, personal and social characteristics,
instructional progress, and institutional adjustments. These decisions typically involve
problem diagnosis, planning and conducting instruction, and official assessments such as
grading. Assessment methods can enhance the educational experience when used as
training devices, as techniques for evaluation, and as guides for instructors and
administrators in curriculum design and teaching methods.[Airasian 1991]

There is increasing governmental and administrative interest in the potential
contribution of comparisons of pre- and post-experience evaluations ("value-added"
assessments of the educational process) and significant concern over how assessment can
be used to "foster intellectual development and educational success."[O'Connor 1992]
Resnick and Resnick report that the nature of standardized tests now widely used for
accountability are "fundamentally incompatible" with the goal of improving students'
higher-order abilities (i.e., problem solving and thinking) and that alternative assessment
methods are needed.[Resnick and Resnick 19921 There is a widely recognized need for a
"reformulation of assessment to help not hinder the effort to tez-h thinking."[Shepard
1992]

Direct contributions to the educational experience of individual students come from
both the assessment process itself and the resulting feedback. The more involving the
assessment process and appropriate the response latency, the more effective is the
exercise.[Dworkin and Dworkin 1988] A review that includes explanations of why
answers were incorrect and likely sources of incorrect reasoning is more useful than
simply "correct/incorrect" responses.[Kellaghan, Madaus et al. 1982] In addition, a
much-valued method in the arts, sciences and trades is performance testing which
evaluates a student's ability to solve problems that require the performance of particular
tasks or procedures.[Sweezey 1981; Priestley 1982; Airasian 1991]
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The primary difficulties with achieving these involvement, feedback and performance
goals are the prohibitive resource requirements necessary to accomplish them using
standard assessment tools and environments. Achieving immediate, customized
feedback requires an impractical student-examiner ratio. Providing all students with
complete, controlled task environments is often costly (e.g., expensive instruments or
materials), sometimes dangerous (e.g., hazardous materials or dangerous procedures), or
otherwise infeasible (e.g., hypothetical or extra-terrestrial environments).

The availability of hypermedia-capable interactive computer systems, however,
suggests alternative means to achieve these goals. Such systems can present the
problems (simulating a task-environment if necessary), accept student responses,
evaluate those responses, and present customized feedback in real time.

The HISAS Concept and Architecture
The HISAS concept blends hypermedia with techniques from education, artificial

intelligence and human-computer interaction to provide students with an automated
assessment tool that responds dynamically to their particular needs and situation.

Hypermedia, the organization of a multiply-connected set of text, sound, graphics
and animation (dynamically-evolving images), offers unique advantages for advancing
students' education. The subject-specific collection of multimedia elements permits
nonsequential processing of knowledge by specifying connections between the
component parts of the medium.[Jensen and Nissen 1988] This aspect extends the
involvement of the student (e.g., by bringing additional senses into play and employing
both "left-" and "right-brain" faculties), expands the set of applicable domains (e.g.,
including both chemistry and music appreciation), and provides a unique opportunity
for practicable performance-testing.

The interactive nature of a HISAS makes it a participatory, rather than static,
assessment tool. A HISAS can provide timely feedback, unlike conventional
examinations where the student reads questions and writes answers which are later
evaluated and, even later, the results presented to the student. (We note that providing
immediate feedback is not always the best pedagogical choice. The HISAS architecture
allows complete flexibility with respect to the immediacy or latency of feedback.) This
feedback includes explanations specifically tailored to the performance of the student. In
this regard, we have extended work in multipolar-testing and confidence-measuring
assessment to exploit the discovery of students' states of information (informed, partially
informed, misinformed, uninformed) and enable the system to provide corrective and
directive advice that addresses typical misunderstandings associated with a student's
particular pattern of responses. For example, if a student makes a "very wrong"
response, remedial support may be indicated unless a common misconception is
identified from the pattern of other responses. A student who picks midway between the
correct answer and another plausible answer may simply require some conceptual fine-
tuning. As the HISAS concept evolves, this relatively simple yet powerful strategy will
be extended, enabling the system to adapt once it has learned more about the student
through direct interaction or through intercession by a human agent (e.g., a mentor).

Along with the use of the computer to provide timely, customized feedback to the
student, a HISAS increases student involvement by using multiple media, including
tactile (e.g., keyboard and mouse), aural (e.g., voice and non-voice sounds), and visual
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(e.g., texts, diagrams, and animations). Involvement is further enhanced by discourse
knowledge that enables a HISAS to respond to the particular student in the active
context.

A HISAS also provides the ability to do performance assessment, in which the
student is given a task to perform in a "virtual world" provided by the HISAS. For
example, where physical observables must be simulated (e.g., for a chemistry procedure
in which the student has just virtually combined solutions A and B) an animated
sequence may be displayed to show the results (e.g., showing the progress of the
interaction of the solutions as it would occur in real time). The use of such simulation is
indicated when actual performance tests are impractical, due to cost, danger, eie serious
consequences of mistakes, or the impossibility of arranging actual performance
situations. By simulating performance conditions, the HISAS controls most of the
variables in the testing situation and can standardize the assessment across candidates
and administrations.[Priestley 1982]

Foundations
The development of a HISAS depends on diverse theoretical and technological

foundations. A well-integrated hypermedia support-base provides the desired
multimedia capability coupled with the ability to link and navigate through domain and
pedagogical information. Hypermedia techniques support initial training in the use of
the system, facilitate students' use of the system, enhance the presentation of a problem's
context, and provide the human-interface to the simulated environment used for
performance assessment.

A solid understanding of the pedagogical process regarding the field of application is
essential, including models for effective interaction and learning. The predominant
contributions from the field of education are the essentials of assessment, principles
leading to the design of beneficial feedback, and the basic notions concerning
performance testing.[Sweezey 1981; Kellaghan, Madaus et al. 1982; Priestley 1982;
Dworkin and Dworkin 1988; Freed le 1990; Airasian 1991; Gifford and O'Connor 1992,
Sternberg 19921

Notions of discourse and discourse-modeling from natural-language processing are
incorporated to enhance studentHISAS interaction.[Grosz 1978; McKeown 1983,
McKeown, Wish et al. 19851 At present, we use a simple model of discourse, including
the ability to maintain dialog context. That is, student actions are interpreted in the
active context, so identical actions may have different interpretations as appropriate to
the current state of the interaction.

Our design is influenced strongly by the student-modeling work done in the field of
intelligent tutoring systems (ITS).[Nwana 1990; Wood and Holt 1990; Murray and Woolf
1991] A significant, and fundamental, distinction between HISAS and general work in
ITS is the objective of student assessment, not of teaching a curriculum. A HISAS may
prove to be a useful component of an ITS or a tool for ITS researchers to evaluate the
effectiveness of their systems.

A HISAS needs to modify models of individual students dynamically and in real
time. In our initial design, we incorporate skeletal, generic student-models.[Freedle 1990;
Murray and Woolf 1991] As we assimilate the results of analyzing field trials, our models
will be extended to include the identification and tracking of students' styles, goals, and
plans.
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The HISAS Feasibility Prototype
The prototype HISAS uses multimedia presentations and provides feedback to the

student that includes corrective and directive suggestions. It uses a general model for
assessment based on confidence-measuring procedures and multipolar testing. The
student model is generic and the discourse model is based on sketchy scripts.

A hypermedia-based training phase is provided to prepare students for the actual
assessment process. During this phase, students are tutored in the use of the HISAS and
become acquainted with the multipolar confidence-measuring method. They practice
using the system directly and gain understanding of the implications of their responses.
During actual testing, the HISAS uses integrated multimedia to present the problem
context and feedback.

The basic assessment model centers on the use of 3-way multiple choice questions
and a 16-region response template. Figure 1 shows a simplified layout of a sample
question-response presentatior. (actual presentations use color, shading, sound and
action sequences as appropriate). The values awarded for each selectable region in the
case where the single correct answer is "A" are shown in Figure 2. (Scoring is symmetric
with respect to each vertex for correct answers of "B" or "C".)

In "No Silver Bullet", Brooks cites which of
the following as the most profound long-run
trend in software engineering?

Your selection: A or B, definitely not C

A The spiral model

B The mass market

C Automatic programming

Figure 1. Sample question-response presentation.

The HISAS continually provides visual and textual feedback to the student. Color,
shading and animation are used to facilitate students' understanding of the selection
template. Textual confirmation is given as to the interpretation of the selected region.
Flexibility in providing scoring information allows the examiner to decide a priori when
and how that information should be presented to the student (e.g., only at the student's
request, immediately upon committing to an answer, immediately upon completing the
entire exercise). Hypermedia excursions are provided to allow students to explore the
implications of their selected responses, including suggestions for improving
understandinn. and future performance.

The prototype also includes a relatively primitive task-performance assessment
example. Figure 3 shows the sample task-performance display and interaction. Here, the
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Figure 2. Confidence measuring response template, showing values awarded for
each selectable region in the case where the single correct answer is "A".

student has observed a customer explaining his desires, and is in the process of
developing a top-level data-flow-diagram (the context diagram) using the palette of
available objects.

Examiners may engage in an interactive dialog with the HISAS that facilitates entry
of new problems. A full spectrum of levels of initiative-sharing between the HISAS and
examiner is available. This supports examiners who desire complete flexibility in
problem design, presentation, scoring and feedback, while also supporting those
examiners who pref-m- to be prompted for the necessary information and to accept
standardized templates.

Our initial prototype addresses university-level software-engineering (SWE)
education, focused on life-cycle models and requirements engineering. The methods and
techniques developed for and employed in the prototype are in no way confined to the
SWE domain of application. The SWE test-bed was chosen because it allows us to
rapidly conduct experiments with minimal effects related to subjects' familiarity with the

10

CUSTOMER

Staff Report

Task Dew iptioo

Requirements Collection:
Customer Interview
& Context Diagram

TEXT

DONE

Build DEE)

Clear DFD

Figure 3. Sample task-performance environment.
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implementation technology, such as lack of experience using a keyboard or mouse or
inherent fears of using a computer.

Next Steps
We are currently engaged in field tests of the initial prototype. In addition, we are

developing a more substantial system targeting high-school-level chemistry curriculum,
extending the performance-testing aspect, and improving the student and discourse
models.

A key issue that arises when attempting to assess the task-performance of a student
concerns what to measure. We could choose to look only at the result achieved, but that
information may not be sufficient. (For example, it may be possible to achieve the same
result by inappropriate means, such as using quicksort when binary sort is requested.)
Alternatively, we could look at the specific command sequence issued by the student, but
there may be an infinite variety of functionally-equivalent sequences. Our approach,
instead, is to look at intermediate-goal satisfaction, which presumes a sequence of
primitives that achieve necessary sub-goals of the major goal.
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INTRODUCTION

Learning environments are used to supply a learner some computer resources for
supporting learning process. In contrast to tutoring systems learning environments as a
rule have no information about instructional objectives and problems being solved by the
learner. A learning environment supplies a learner with at least one of the following
resources: 1) information about the structure and contents of subject being learned and
2) tools for constructing and exploring computer models such as drawings, simulation,
problem solution, and theorem proving. We shall distinguish between active and passive
learning environments from a learner's activity point of view. During exploration through
a passive learning environment a learner has ily the possibility to read or watch
information which had been prepared by the autli .1r in advance, for example to read texts
from a database or to watch how a simulation program works for the author's data. The
learner's activity is restricted in choosing a path through learning environment and his/her
learning process has latent unobservable nature. During exploration of an active learning
environment the learner's activity is directed to the construction of new information (at
least it is new for him/her). For example, the student engages in construction of the
structure and content of the subject being learned, creation simulation models for natural
phenomena being studied, or devising a plan of attack for a theorem being proved.

Hypermedia information management systems present a new approach to electronic
documents representation and processing (Smith & Weiss,1988). Now in the world a number
of tools for creating hypermedia application have been developed Knowledge Management
System (KMS ), NoteCatyls, InterMedia, Document Examiner, etc. Their application has
demonstrated a great efficiency of information processing by users who arc not specialists in
computers (Akscyn and al., 1988). In education hypermedia-based learning environments
can be used for learning and exploration of information models of the world. There are three
types of hypermedia systems: those for knowledge presentation, knowledge representation,
and knowledge construction (Nelson & Palumbo,1992). Knowledge presentation systems
provide databases with associative links that can be browsed and/or searched in order to read
or view information. Knowledge representation systems have means tomake explicit (visual)
the relations between portions of information. Such systems may use graphics for mapping
the structure of a database. Knowledge construction systems provide users a means for
creating information, allowing them to build and annotate nodes, create new and modify old
links.

4
422



HELENA PROJECT: KNOWLEDGE REPRESENTATION

The HELENA (Hypermedia ELectronic ENcyclopedia Authoring tools) hypermedia
project started in the middle of 1991. Its original goal was to make an authoring system for
design and implementation of general purpose electronic encyclopedia environments (EEE).
We had a background thought that hypermedia applications being developed with HELENA
would be successfully used in education (Petrushin & Shevliakov, 1992). On the one hand the
project is based on the traditional methodology for handbook creation. This includes the
following stages: construction of a problem domain glossary, construction of an alphabetical
glossary, preparation articles and illustrations for each term, and determination of links
between terms. On the other hand HELENA was influenced by the experience of ABC-I.5
authoring language development (Gritsenko, Dovgiallo, Petrushin, 1990). It borrowed from
the language its frame-based knowledge representation of the problem domain.

T he HELENA system consists of three programs: administrator, executor and
constructor. The administrator program is intended for EEE users, registering and
processing statistical data about their interactions with the EEE (which was not implemented
in the first version). The executor program interprets EEEs for end users. The constructor
program provides tools for EEE authors.

The HELENA authoring system implements the above methodology for handbook
creation. Each term of the problem domain glossary corresponds to a concept of the problem
domain. There are two types of links between concepts in HELENA: structured and
associative. The problem domain glossary is presented graphically as a tree of problem
domain concepts. Each node of the tree corresponds to a concept of the problem domain and
a link between nodes Ct and C2 corresponds to relations like "Ci is more general than C2" or
"C2 is a part of Ci". These links we shall call structured links. An associative link is any
non-structured link between concepts that is set by an author of an EEE.

In the stage of construction of the problem domain glossary HELENA visualizes the
structure of the problem domain in the form of a tree. Here a user may edit the tree
(insert/delete a node), edit names of concepts, visualize associative links of the current
concept (overview), search a concept by name, and access to the information of the current
concept (node) (Figure 1). The construction of the alphabetical glossary is made
automatically. Every concept (node) is a frame that consists of slots. The slots can contain
information of the following types: hypertext, picture, music, and executable program. Every
slot is connected with a window which may be opened or closed. The designer and user may
resize, move, open, close the window, and may extend it to the whole screen. Arbitrary
intersections between windows are allowed (Figures 2-3). All operations with windows are
under the control of the monitor of the original window system. Each slot of every frame has
a modification bit. If the modification is allowed than the user may change the information of
the slot while the EEE is interpreting. The determination of links between concepts is done
using a corresponding text, picture, or music editor, where the user may set hypertext,
hypergraphic or hypermusical links. All links connect concepts (i.e. frames, but not slots).
The hypertext links are set in the traditional manner. To set a hypergraphic link an author
draws a rectangle in the selected place of the picture and connects it to a concept name. Since
the musical information is represented by text in MML (Macro Music Language), the setting
of hypermusical link is similar to the setting of hypertext link. During the execution of a
musical slot, the special window is put on the screen. It contains the picture of a loud-speaker,
a small window with a textual label of the current hypermusical link. If the user "clicks" the
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left button of mouse, then he/she will see the concept which is ;.ssociated with the current
musical phrase (Figure 4).

Using HELENA we have designed and implemented two EEEs: 1NFODENT - a
handbook for diseases of parodon teal tissue and associated stomatological terms and
UKRFOLK - an Ukrainian folk songs encyclopedia. Some snail applications were build to
demonstrate the HELENA system's facilities, and for creAion of conceptual design and
quality evaluation systems for learning and tutoring p;ograms of various types. The
exploration of the EEEs have shown satisfactory res.ilts when they used by various
audiences, and have revealed some weaknesses when they used by learners as learning
environments.

The main weaknesses are:

There is a lack of information about learner's activity. No learners' records
(learner's path, using help and overviews) are kept. No information about visited
nodes and slots like counter of visits or total visit time is collected. Hence, a teacher
has no information for supporting decision making about learner's knowledge and
the system has no information for supplying the learner by proper advice.

There is unsatisfactory viivalization of learner's activity during an EEE
exploration. Visited nodes are not marked, and the learner's path is not available.
This produces some navigation problems for learners.

There are difficulties with the limited nature of overview facilities. The learner
can see only direct neighbors of current concepts (nodes) and there is no way to
visualize the "importance" of nodes.

HELENA PROJECT: KNOWLEDGE CONSTRUCTION

The most exciting application of the HELENA system was whcn it was used as a tool for
creating hypermedia applications by secondary school teachers who had taken a course
"Information Technologies in Education". The topic "Hypermadia Learning Environments"
takes 12 hours which include a two-hour lecture about the hypermedia approach to
information presentation and its applications, a two-hour class for demonstration and
mastering HELENA, and an eight-hour workshop for creating a small hypermedia
application. The workshop group was divided into small teams (2-3 person) and each team
produced its own application having used the above methodology. The sources of information
were journals, magazines, books from the library, and learner's individual knowledge. This
was put into applications by using text and graphical editors, and a scanner for picture and
text input. A teacher is afforded two possibilities for evaluating students' knowledge. One can

watch the learner's application behaviour, and

study the structure of the learner's application.

This explicit presentation of learners' activity results can help to evaluate the students'
knowledge more deeply and correctly.

The experience with HELENA as an active learning environment has encourages us to
modify the system. The new version of the system is under development now. It takes into
account the above weaknesses and allows a learner to modify the structure of the problem
domain. When an author creates a nodc he/she sets the node access mask which includes
indicators which allow a learner to delete the node, add "a brother" or "a son" to the node,
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modify the node name, modify the node slots structure, delete a slot. We hope these facilities
can improve the efficiency of the HELENA system as an active learning environment and a
knowledge acquisition tool. Of course, this question needs to be experimentally studied.

CONCLUSION

The HELENA project began as a general purpose authoring tool for hypermedia
applications, using visual facilities for knowledge representation. We hoped we could use it
effectively for learning. But during the system exploration we have discovered that it had
many weaknesses and the most effective way was to use the system as a knowledge
construction tool. This experience will be take into account for the development of the next
version. The further development of the authoring system is proposed to add new types of
slots (for example, spreadsheet, video information, speech) and to improve interfaces both
for authors and users. In additon we plan to conduct the wide experiment in classrooms.

We also have several open questions for future research and development. They concern
learner modelling and knowledge representation problems and visualization techniques.
Some of thorn are listed below.

How can the knowledge about instructional objectives help to solve learner's navigation
problems? How should this knowledge be represented?

What types of information (slots) and links need to be added? How can we use
3-dimensional visualization techniques for concept mapping? How can overviews be
controlled in an efficient way using individual learners' data?

How can hypermedia tools be combined with other knowledge acquisition techniques
(checklist, repertoire grids etc.)?

We hope the investigation the above questions could improve effectiveness of application
hypermedia tools for creative learning.
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To promote the development of thinking skills, an intrinsically motivating environment that
naturally incorporates opportunities for practice of such skills is desirable. Computer adventure games
are introduced as an environment that is motivating and requires cognitive problem-solving skills.
Issues in the design of such games include instructional content, entertainment, and interface design.
Drawing on our experience developing several such environments, we discuss these issues.

An important area of instruction is thinking skill instruction (Resnick, 1987) and an obvious
approach is for computer support for such instruction (Quinn, 1988). While one approach would be to
have the computer present information on cognitive skills (Quinn, 1992b), or to model the
information processing aspects of such skills (Quinn, 1992c), the development of thinking skills not
only requires the presentation of information on such skills, but on opportunities to practice and refine
such skills (Collins, Brown, & Newman, 1989). Thus, a third possibility is for the computer to serve
as a practice environment (Sherwood, 1990).

While there are numerous possibilities, one solution is to attempt to use the motivating nature of
comptuer games (Malone, 1981). Several forms of games are available, with differing requirements for
cognitive skills (Greenfield, 1984). One form of game that provides opportunities for problem solving
behavior is the adventure game (Quinn, 1991a; Sherwood, 1991;

Adventure games as problem-solving

Adventure games naturally incorporate problem-solving skills (Grabe & Dosmann, 1988). In
adventure games, the player takes on the role of a character in an imaginary world. The player directs
the character, including the character's movement and actions in the environment. The character can
hold and use some number of objects. Characters are subject to the physical characteristics of the
world that they are in, so that while they can act in the world, the world can act on them. Included in
this world are obstacles to movement that must be overcome to permit further exploration. The
problem that players must solve involves the discovery of the specific actions, with the particular
object, that must be performed at a particular location if the player is to explore any further. These
characteristics - a motivating situation with embedded problems - provide the requisite research
environment.

Adventure games usually incorporate a theme that motivates the exploration of the environment
and provides the contextual clues that guide the problem solving. For instance, a game set in medieval
times might have a quest for a religious artifact serve as the motivation for exploring the available
world, and the obstacles could be either real hindrances such as brigands and foreign warriors or
fantastic opponents such as dragons or trolls. The environment to be explored usually has a finite size
and maintains a constant scale, but within these constraints it can range from a single house or
dungeon to an entire continent or world. As mentioned, parts of the environment are not initially
available for exploration and must be revealed by the correct use of an appropriate object at an
appropriate location. For example, a portion of the world, including the goal, might lie across a
chasm that cannot be crossed until a wand is found, brought to the chasm, and waved to create a bridge.
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Objects to be found and used can be anything that can be logically or mythologically construed to have
an effect on or in the world. The correct use of an object can usually be inferred from the properties of
the object, as in the case of a weapon; the role that the object plays in the environment, as in the case
of a magic scroll; or information provided during the course of the game. However, the use of the
incorrect object or the use of an object in the wrong place can often lead to undesirable consequences,
such as death for the character. Such a situation is illustrated in Figure 1, where the player must decide
which object to use to overcome or pacify the spirit.

Inventory

t

You are in a dimly-lit room.
There is an exit to the west.
Mombo is guarding another
exit to the east.

W42-0
Toke

Figure 1. Voodoo Adventure screen

The games are made more difficult by the use of a variety of methods for obscuring the solution.
These form miniature problems within the overall structure of resolving the game. Such methods
include making the locations in one area difficult to distinguish, requiring the player to map the
region, or making the discovery of the objects and their purpose less than obvious. Hints about the
correct use of objects can be inserted into the course of the game by means of messages or clues. A
further method is to allow more than one solution to a problem, so that if the wrong solution is used
at one place, the solution object will not be available later when it is appropriate. In standard
problem-solving parlance, the different locations in the environment correspond to the states in a state-
space search, and movement between the locations comprises the operators that move between the
states. However, certain spaces require another form of operator, that of using objects in combination
with movement, to make further states of the space available for search. Of course, systematic trial
and error can always, eventually, lead to the correct solution.

Design Issues

Inherent in this description of adventure games are several problems for design. A good game must
have a coherent theme and must naturally incorporate specific problem-solving situations.
Commercially available games are oriented for enjoyment, and typically do not focus on particular
instructional skills. Other games follow the design principles described here. Additionally, the
mechanisms by which students indicate their desired actions must be adequately adapted to the
capabilities of the target audience. Finally, the realisation of such an environment must address the
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practical issue of implementation. These problems cross boundaries of culture, cognition, instruction,
and technology. Of course, only suggestions can be made in the first two cases, but the latter issues
will be discussed in terms of two environments we have developed.

The first problem is also the most difficult. A requirement for creating a motivating environment
is creating a coherent theme in which to embed the problems so that they are intrinsic to the activity
(Brown, Collins, & Duguid, 1989; Cognition and Technology Group at Vanderbilt, 1990). A
constraint on the problems is that they must be structured to reflect the desired cognitive property
without violating the theme of the story. Existing situations or established myths may be used as
themes, but there is no guarantee that specific problem-solving opportunities exist. It is difficult to
find problems with the requisite characteristics in the obstacles faced by characters in existing fable,
and it is unacceptable to creatively alter existing myth. One adventure game relied on the well-known
Greek myths to establish a story line, wimicing the voyage of the Argonauts, but violated established
knowledge in those myths. This game would both confound users who knew the myths, and would
also misinform players who had not encountered the myths. It is also difficult to construct problems
that contain the desired s'uucture and are also believable situations, given the player's knowledge of the
world.

It is more desirable to tap into the realm of fiction and popularly recognized alternative situations
that are both commonly represented, frequently manipulated, and easily manipulable. Inspiration can
also come from other forms of media including books, movies, and existing games. Obviously,
science-fiction and fantasy are imaginative realms that are easy to manipulate in believable ways, but
may have limited appeal. An alternative approach is to take some familiar situation and move it to an
altered location. For example, a mystery could be located from a particular city to a generic city,
combining aspects of many others. This abstraction allows the author to alter particular facts about
the city to suit the nature of the cognitive skill, but still allows the student to draw on knowledge of
how to act in a city to maximize the relevance of the task and to minimize interference from lack of
contexutal clues. Such an approach is a common literary technique. Similiarly, history can be used to
specify a time where enough detail is not available to make the situation unlikely, but the setting
provides some structure to support student inferences of appropriate action. Each of these alternatives
may have additional benefits. Science-fiction settings allow a natural introduction of technical and
scientific information, historical settings can be instructional in the theme as well as the problems
specificied, modern mysteries may highlight social ills as well. If the problems faced are, in fact, a
replication of some real event the game instead becomes a simulation but may have instructional
benefit as well. The overall approach is to pick a setting that naturally incorporates the thinking skill,
and pick a thematic path that embeds practice opportunities.

A second problem is related to the first. An issue in the practical implementation of an adventure
game is the particular cognitive skill to be emphasized in the problem-solving situation. There are a
variety of solution strategies around which a scenario could be constructed. The information to solve
the problem could be in a form that is amenable to a variety of strategies, or to a combination of
strategies, to solve. For example, the information might be encoded, or it might require induction.
The optimal solution strategy might be somewhat difficult, allowing for the expression and
observation of alternate strategies. Often, it may be desirable to provide additional information for the
solving of puzzles. If the skill is to use cognitive skills such as induction, information can be
provided as clues in the game or notes that are available before the game. Additional materials can be
external to the computerised environment, such as books, maps, or other learning aids. The game
environment can be structured to depend on such materials, as is done in the popular Carmen San
Diego games.

Careful use of alternate objects in the game can be used for instructional diagnosis. In the design
of multiple choice questions, choices that would make sense if the student was applying an
inappropriate solution, as in VanLehn's (1990) "mind bugs'', can be used as diagnostics alternatives to
the correct answer. For interface design, the same consideratins suggest the construction of alternative
objects. For example, if a student were supposed to be choosing an object based upon structural
similarity, a distracting object that had a similar function or name would indicate that the student was
not focussing on the correct feature of the situation.
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Another design issue in the construction of a computer-based game environment is the interface
through which the player interacts with the program. The interface should support the activity without
interfering in the execution. It also should reflect the way the user thinks about the task (Norman,
1986). A variety of interfaces have been used with computer adventure games, spanning the
possibilities from the linguistic, with examples from simple two-word commands (use knife) to
sophisticated language parsers (pull the sword from the stone) to the graphic, using the latest in input
devices. For the purposes of assessing a cognitive skill, the interface has to be simple enough to be
learned quickly, comprehensive enough to permit the full range of reasonable actions, and generic
enough to forestall any hint of the solution to the problems.

Historically, adventure games developed in the same way that computer operating systems did,
originating with text-based interfaces (indeed, some adherents prefer such interfaces). However, these
interfaces require keyboard skills. As an alternative, graphic interfaces have developed for adventure
games as they have for operating systems (Quinn, 1992d). The underlying concept is "direct
manipulation" (Shneiderman, 1983; Hutchins, Ho Ilan, & Norman, 1986; Ziegler & Fahnrich, 1988),
that the user operates directly on graphically depicted interface objects. Such designs, to the extent that
they support the appropriate inferences as to interface operation (Quinn, 1992a), improve system
usability. Also, the graphic appeal of computer and video games would have been ignored,
minimizing the potential attraction and consequent motivation for the players.

Once a graphic interface has been specified, the next task is to design the appearance of the screen.
To do this, however, the semantics of the interface must be designed. Two aspects of the interface
need to be determined: the actions that the player can instruct the character to perform and the feedback
that the system gives to the player about the results of that action. The concern is to "design the
action" (Laurel, 1991), drawing on the dramatic tradition.

The actions that the player can choose between needs to be limited to a representable set. In the
case of Voodoo Adventure (Quinn, 1991a), a minimum set of actions was determined by the actions
that a player must have available. A character needs to be able to pick up, or "take", an object at the
character's current location, adding that object to the inventory of the objects that the character
possesses. A character must also be able to "drop" an object at the current location. Due to potential
ambiguities in the representation of an object, or the desire to initially obscure the potential
application of the object, the player also needs to be able to have the character "examine" the object to
determine its exact specification. Finally, the character needs to be able to employ an object according
to its nature. Rather than allow a variety of different uses, a generic "use" option was made available.
Although this limits the creative uses of an object, it also simplifies the interface and minimizes
confusions for the player.

A different set of actions were used in the design of Quest for Independence, a game to support the
acquisition of living skills. Rather than make all actions available at all times, certain actions were
presented in certain circumstances, and different actions were available in others. In Figure 2, the
actions available are navigation through the city, while in Figure 3 the player has entered a building
and different actions are available. These actions are labeled and graphically represented to minimize
requirements for language facility.
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Infwmatim

Figure 2. Quest for Indepence, in Triangle City.

<:\e>
hformalion

Figure 3. Quest for Indepence, in the CES.

Direct manipulation would suggest the representation of rooms, objects, obstacles, and inventory.
Action would incorporate operation on these objects to accomplish a particular task. As the interface
devices such as the mouse (or functionally equivalent pointing devices) become ubiquitous, a particular
vocabulary has arisen to describe such direct manipulations. Using a pointing device in conjunction
with a button, a user can select an object by moving a screen-based cursor over the represented object
and pressing the button (clicking). Objects can be moved by selecting and then moving the cursor to
the new location with the button held down (dragging). Thus, to "take" an object one would click and
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drag the object from the room to the inventory. Similarly, to "drop" an object would involve a similar
click and drag from the inventory to the room. However, "examine" and "use" both involve actions on
objects in the inventory. A popular mechanism is to double-select an object by a rapid sequence of
two clicks at an object. It is not clear, however, as to which of these actions a double click should
represent? And what direct action would support the other? One option is to use the double-click on
an object for a description, which can include the room or the obstacle in the room, and dragging an
object to the obstacle for use. This implies that there must be a clear delineation between the place in
the room where objects appear and where an obstacle can appear. This also supports discrimination
between scene-setting detail and game-playing items.

One problem that is particularly difficult for instructional environments is that the interface may
interfere with the task. In most computer applications, the user is believed to be familiar with the task
to be performed and can even use that information to comprehend the interface. In the case of
instructional interfaces the task is learning new material, concepts or skills, and learning an interface
can be an additional load. Further, computer skills cannot be assumed. One assumption in the direct-
manipulation approach is that the user will be familiar with the necessary actions and will know about
acting in an interface, but this assumption may not be valid in instructional environments.
Alternatively, providing labelled buttons to represent actions can introduce a combination of object
specification and action specification (in either order). The provision of both direct-manipulation and
labelled buttons covers both issues as an interim solution. One problem is that labels will be
dependent on language skills, and it may be that graphical depictions of actions may prove superior,
but icon design is difficult, and no clear graphic representations for the actions of drop, take, use, and
examine have yet been conceived.

A second issue is for the movement of the character through the environment. Navigation is a
deliberate problem in some adventure games, but even unintentionally, the problems of remembering
paths and determining movement options can be substantial. For example, Quinn (1991a) found that
generic room depictions supplemented by individual textual descriptions were inadequate for some
subjects. Movement problems can be confounded by creating curvilinear or non-planar paths. These
might be deliberately exploited to focus on particular skills such as mapping, but careful control must
be maintained. In other instances, navigational difficulties could interfere with practice of a desired
cognitive skill. However, a clear and consistent set of navigation options must be made available to
the player. The possible exits (unless deliberately impeded by an obstacle or strategically hidden)
should be clear. Either a setting dependent navigation scheme can be used, where the particular exits of
the current location are depicted, or a global navigation scheme can be implemented, such as
movement in the four directions of the compass.

The complete interface needs to represent the current location in the game, the objects that the
player has already obtained, any objects available at the current location, the available actions that can
be performed, the directions in which the user can move to get to other locations, and feedback
concerning the results of actions. To implement this graphically, there must be a picture of the room,
pictures of the currently held objects (the inventory), pictures of the available objects, a representation
of the possible directions to move, and a place to represent relevant feedback. The available screen is
divided up into regions to accommodate these needs.

Once the interface has been designed, the next issue is how to implement the game. To
completely implement an interface for a game is a daunting task; placing the burden of task
management on the computer requires a sophisticated program. Various levels of support for interface
construction exist, with a tradeoff between the difficulty of implementing the program, the flexibility
of the resulting application, the distributability of the resulting application, and the modifiability of
the resulting application. The possibilities range from using a programming language to the use of a
canned application that generates adventure games. The available adventure game implementation
packages had a number of problems, ranging from a text interface to lack of control of the output.
Other solutions suffered from a variety of problems, including difficulty of implementation, freedom of
distribution, or flexibility in use.

One solution, HyperCard, presents a simple yet robust environment for creating interfaces and
provides a small but reasonable set of interaction possibilities. HyperCard is an implementation
application that starts with the metaphor of a stack of cards and expands it with buttons that can be
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pressed to cause a variety of things to happen. A simple programming language, Hyper Talk, allows
fairly sophisticated semantics to be assigned to the buttons. HyperCard is readily available on the
Apple Macintosh computer. HyperCard allows the designer to work at the conceptual level of interface
objects, and support easy modification. Additionally, numerous extensions allow sound, animation,
and video to be incorporated at a similarly high-level.

Conclusion

With HyperCard we have developed the two learning environments shown here. Several things are
still missing. The implementation of the direct-manipulation version of the Voodoo Adventure game
is in progress. Little use has been made of sound in that game, although some audio signals have
been used in the Quest for Independence. The same situation holds for the use of animation. Other
possibilities include expanding to include the use of video to support navigation.

An additional area for extension is the instructional component of the environment. To the extent
that the cognitive strategy of the student can be ascertained by the use of distractor objects, remediation
can be built into the environment. Other work on intelligent learning environments (e.g. Shute &
Bonar, 1988) suggests that tutoring of cognitive skills can be realised (Quinn, 1991b).

We are also investigating other environments for development. Current projects are in progress
with Toolbook and Visual Basic. One study that is just beginning is an investigation of the cognitiv..,
factors in development environments. We are also investigating other applications of multimedia for
education, games with autonomous agents and simulations.
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1 Introduction

A Hypertext can be viewed as a meaningful collection of information chunks, called nodes, arbi-
trarily interconnected by references, called links, which express semantic relations between nodes.
This intuitively simple concept, the similarity to well-known concepts like 'book' or 'card-filer',
and the easy-to-use direct-manipulation interfaces make hypertext popular with authors and readers
of computer-based information.

Hypertext has a lot of potential. Viewed as the paradigm for structuring and handling computer-
based information, it might soon bc used in high-volume, multi-user, distributed, and mission-criti-
cal applications. But such use raises crucial questions. How much simplicity and case-of-use can
we preserve? Which concepts do we have to add?

In this context, wc point out the importance of 'typing' (in the broadest sense) for many areas of
computer science. Examples include macros in assembly languages, basic and structured data types
in programming languages, class hierarchies in object-orientated systems, schema definitions in
databases. We propose the development of a typing concept for hypertext and, in the remainder of
this paper, will present our Own approach to typed hypertext. We believe that by adding a powerful
typing concept, the potentials of hypertext can be much better exploited; the challenge will be to
maintain simplicity and case-of-use as far as possible.

What does typing mcan in the context of hypertext? We will distinguish below between typing
of hypertext elements (nodes, links, ...) and typing of hypertext networks. While both are important,
the former is comparatively well understood. The latter will therefore be discussed in more detail
and is the main concern of our PreScript concept.

2 Typing of Hypertext Elements

In this section, we discuss typing of hypertext elements, to the extent necessary for the understand-
ing of PreScripts.

Nodes: The primary hypertext elements arc nodes and links. Simple Hypertext systems know
only one fixed type of node (e.g., the 'card'), others allow all sorts of nodes but do not conceptual-
ize 'types of nodes'. Among the systems that do provide typing for nodes, we advocate those which
adopt the object-oriented typing approach to hypertext nodes. This can be done, e.g., by providing a
base class 'hypertext_node' with operations such as 'edit', 'show', and 'show-by-anchor' (the
object-oriented term 'method' will be used in the following instead of operation). This allows for
easy introduction of new node and link types by sub-typing, proper handling of multimedia aspects
by encapsulation, and unification of static and computed nodes (data and executable co(le).

Links: The adoption of the object-oriented approach leads to the most flexible concept for links,
as well A base class 'hypertext_link' is provided with subclasses `static_link' and 'dynamic_link'.
It is further enhanced by user-defined subtypes and thus offers full flexibility, an arbitrary numbers
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of pre-defined and well distinguished kinds of links, with minimal impact of ncw types to the

underlying concepts and system.
Anchors: denote link sources or link destinations 'inside' a node. An open hypertext system

with support for different media types usually supports external media editors (video.editor, com-

pound document editor, etc.), encapsulated via the methods of the object class 'hypertext_node'. It

is up to those editors to define their view of an anchor, since they will usually have their own notion

of an anchor (video_frame_number, document paragraph, image_cut_out, etc.). Therefore, an

object-oriented typing approach seems to be appropriate for anchors as well.

Collections: there is little common understanding about 'collections' in hypertext. However, the

increasing complexity of actual hypertext networks makes it very desirable to be able to define, e.g.,

meta-nodes (aggregates which represent a subnetwork) and selections (users' contexts such as ver-

sions, views, query results, and navigation paths).

3 Typing of Hypertext Networks: State-of-the-Art

Most of the candidates for the typing of hypertext networks were developed in the attempt to find

'formal models' for hypertext. Formal models may have different foci, such as: compilation (verifi-

cation of desired properties, syntactic and semantic analysis, automatic 'translation', ...); standard-

ization of a 'reference model' (to reduce ambiguities and to ease conformance testing); openness

(the possibility for different hypertext systems to 'read in' the same formal model, allowing them to

share hypertext documents); and reuse (instantiation of typed hypertext elements or network frag-

ments for increased consistency and reduced authoring effort).

The hypertext standardization bodies (cf. Moline et al., 1990) were among the first to emphasize

formal models and typing. Some authors applied existing or new formal specification approaches

based on set theory (Halasz & Schwartz, 1990; Garg, 1988) or on predicate logic (Lange, 1990).

Non-experts will usually find these very difficult to learn and use. This is in contrast to our basic

requirement of ease-of-use.
For a more intuitive formal modeling approach, one can stick to the fact that hypertext networks

(with static links) represent directed graphs. Many sciences (especially in popular science journals)

tend to express complex abstract matters as directed graphs of one kind or another. Such graphs

obviously imply low cognitive overhead and high information density. If we accept that even the

'card stacks and computed links' of HyperCard, M can be interpreted as directed graphs, then virtu-

ally all hypertext systems arc largely based on the directed graph metaphor.

The only existing approach that the authors know of, which uses a similar metaphor, is called

Rellis. Trellis (Stotts & Furuta, 1989; Furuta, 1989) maps hypertext networks and their browsing

semantics onto a process model based on Petri nets. We believe that even Petri nets are too compli-

cated for use by the average hYpertext user, and that augmenting a graph by adding transitions and

further nodes (as in Trellis) increases its complexity further. In our view, the most important feature

of Trellis was described in (Stotts & Furuta 1990) at about the same time we decided to use con-

struction rules based on graph-grammars in our PreScript approach (cf. Miihlhiluser, 1990; Mühl-

hiluser, 1992).
Just as programming language grammars formally define the syntactic rules for a language,

graph-grammars define a 'language' for a usually infinite set (' family', 'class') of graphs. Recalling

the fact that a hypertext network can be interpreted as a graph, this is exactly what we want: a way

to express types of hypertext networks. Graph-grammars can be used to express repetitions

(sequences `node-link-node-link...', arbitrary numbers of links starting at the same node, etc.),

hierarchies (several options for instantiating a 'non-terminal' or `rneta'-node), options (optional

links and nodes), etc. Alas, as one can imagine, usual ways of depicting graph-grammars are again
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not very user-friendly. (Stotts & Furuta, 1990), for example, used a notation similar to the Backus-
Naur-Form (BNF) for language grammars, which seems to be inappropriate for wide-spread use.

4 Requiremcits for Pre Scripts

In order to facilitate the work of hypertext authors and users by hypertext typing, we focus on the
following requirements:

) Navigation support and reuse of navigation strategies: we believe that simple pre-defined
'navigation paths' are not sufficient to prevent 'getting lost in hyperspace'; sophisticated guidance
has to be given to the user on his way through a large hypertext network. For example, strategies
and learner models for guiding a learner through instructional material have been adapted to hyper-
text-based material, where they figure as sophisticated (computed) navigation support. However,
the application of instructional strategies in hypertext today is a disagreeable task: the author must
understand the instructional theory and must implementthe navigation support by adding pieces of
code to each hypertext nodc. He must do this from scratch every time new instructional material is
built.

A key goal with PreScripts was to be able to define such navigation strategies along with a type
of hypertext network. Once a navigation-augmented type was defined, an author would be able to
usc that typc when constructing or adapting a hypertext, thereby automatically 'applying' the navi-
gation support that a navigation expert (e.g., instructional designer) had pre-programmed.

2) Construction support: for PreScripts, we build upon a type concept for hypertext elements as
described in section 2. It will often be desirable to control how one is allowed to instantiate and
combine different types of nodes and links in order to create a meaningful hypertext. For example,
in a given subject domain, the types and construction rules may play thc role of a schema definition
in a database. For computer aided learning (CAL), one may define elements and construction prin-
ciples for meta-models such as 'concept maps' or 'semantic networks'. PreScripts should support
these kinds of construction rules.

3) Multi-layer support: hypertexts may bc meaningfully split into several layers, cach of which
may take thc form of a hypertext network in its own right: e.g., a 'concept map' in which instruc-
tional strategics are executed, a 'learner model graph', several networks of 'instructional transac-
tions' (micro-strategies for teaching a single instructional unit), the 'domain knowledge network'
which structures the learning domain independent of instructional aspects, ctc. PreScripts must be
able to support the construction of such multiple layers, thcir interrelations, and the simultaneous
navigation of several networks, some of which may be visible to the user, while some may not be.

4) Manipulation support: hypertext authoring and reading cannot be totally separated: learners
may make annotations, groups of authors may read and add information in parallel, etc. Therefore,
PreScripts should support hypertexts whose construction 'never ends'. .

5) Simplicity and ease-of-use: PreScripts should stay as simple and as intuitively usable as pos-
sible. E.g.,they should adhere to the 'directed graph' metaphor. But even with a graph-grammar
based approach, user-friendly depiction and intuitive usability remains a challenge (cf. Trellis).

5 The Essence of PreScripts

PreScripts comprise three basic concepts: generic networks, rules, and procedures.
Generic Networks represent the most fundamental concept; this graph-grammar based part of

PreScripts provides for the typing approach to networks of nodes and links. By means of a graph-
grammar, a generic network defines a type of hypertext network by defining valid link types, node
types and 'meta-node' types, along with 'graphical constructors' , i.e. a graphical depiction of how
instances of the node and link types can be assembled into an instance of the network type which is
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defined by a generic network. Generic networks can themselves be viewed as a special kind of
hypertext. Node and link types may comprise templates, i.e. default contents for the respective
instances. Construction of hypertexts (instances of the type) is interactively supported by a syntax-
directed graph editor.

Rules serve two major purposes: additional construction support (complementing generic net-
works, they provide consistency checks beyond the scope of generic networks at hypertext con-
struction time) and navigation support. The latter feature responds to the first key requirement
stated in section 4. As the user 'wanders' through the hypertext, the navigation rules are evaluated.
resulting in several possible links (or a single one) for the user to follow next. By stating navigation
support rules as part of a Pre Script, authors or programmers can provide sophisticated reusable nav-
igation strategies.

Procedures can be seen as an optional concept, to be used, e.g., by instructional design experts
in order to provide user modeling. Procedures are invoked as the user traverses links or visits nodes.
Providing a uniform coupling mechanism between the hypertext (the generic network, in fact) and
the user model further enhances flexibility and reusability, in that different user models can be eas-
ily hooked into a hypertext, and a user model can be reused in different hypertexts.

5.1 Generic Networks

Basically, a generic network is a hypertext which defines mandatory, optional, repetitive, and alter-
native parts, as well as hierarchies. An instance of a hypertext is built by choosing among alterna-
tives and options and by determining the concrete number of repetitions. We choose an intuitive
graphical depiction for generic networks in order to reduce the 'formal mathematical ilavor'; to this
end, wc also made a numbcr of simplifwations.

In the following, we distinguish between 'Pre Script authors' and 'hypertext authors% the latter
construct hypertext networks as instances, i.e., under control of a Pre Script generic network.

We usc the term expansion if a hypertext author selects a node or link in a Pre Script and instan-
tiates it into the hypertext under construction. An important feature of Pre Scripts is the possibility
to map a Pre Script node or link onto an existing hypertext node. Thus a hypertext author can lpply
a Pre Script 'a-posteriori' to an existing hypertext (representing, e.g., an existing knowledge
domain), e.g., to make it compliant to certain instructional strategics. This a-posteriori technique is
also denoted as mapping.
Below, we want to demonstrate the handling of nodes in a generic network first.

A Pre Script author can constrain the type of hypertext nodes in a Pre Script. If a hypertext author
expands a node, he is offered the choice of valid types. In thc process of mapping (expanding to an
existing hypertext), the type information prevents mapping to an existing node which does not con-
form to the valid types. As mentioned, a template for the node contents may be provided by the Pre-
Script author. Apart from the typc constraints and templates, the role of a node within a generic
network is determined through the use of the following graphical constructors:

Icon (generic) what it expands to Attributes (cf. below)

required node:

optional node:

repeated nodes:
lb..ub

or 1100-1110-

--OP.- or -00-1110-
or -0.0*-01.0-0. etc.
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The attributes lb (lower bound) and ub (upper bound) specify bounds for the number of
instances. From a formal perspective, all three graphical constructors could be reduced to a single
one, deferring their distinction to the specification of appropriate lower and upper bounds; from a
human interface perspective, however, this solution does not sccm attractive.

Since a node type in a generic network can have many incoming and outgoing links, the
optional and repeated nodes comprise a pair of distinguished incoming and outgoing links, indi-
cated by the diamonds at their endpoint.s. If no node is instantiated at all (i.e an optional node is
not chosen or the number of repetitions equals zero), the two bulleted links arc merged (all other
links are removed). For multiple expansions of a repeated node, the bullets indicate three things: the
link to the first node and from the last node in a sequence, and the links between subsequent nodes
(cf. to the link type marked with Pb..ubD; all other links are replicated for each expanded node.

We now proceed to the handling of links in a generic network. Type constraints and templates
for links can be provided just as for nodes. The graphical constructors for links are as follows:

Icon (generic) what it expands to Attributes
required link:

lb=1, ub=1

optional link:

0 or 0 ub=1

repeated links:

0 °I. 0.C) ub>1

or etc. Note: this kind of !ink
also replicates nodes

Links have another attribute called `unique_destination' which is interpreted for the additional
(without diamonds) links outbound to 'repeated nodes' or outbound to target nodes of 'repeated
links'. The effect of this boolean attribute is described in the figure below:

Generic network unique_destination = false unique_destination=true

for repeated links:

llb..ub

For 'repeated links', thc unique_destination attribute can be thought of as the complement to the
repeated link itself. While the latter 'splits' (forks) paths, a unique_destination 'merges' (joins)
paths.

4 "' 4,
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Support for modularity hierarchy: The Pre Script generic network mechanism supports meta-
nodes as a means for modularity, i.e. hierarchical structuring. A meta-node expands to a subnetwork
of its own; the way in which a meta-node may be expanded is defined by another generic network
(or several alternative ones) which may or may not be defined within the same Pre Script.

In the encompassing generic network, meta-nodes are depicted as rounded rectangles. The
'inside', i.e. the generic network for a meta-node, contains nodes and links plus mandatory inbound
and outbound 'pseudo nodes' and optional 'endpoints'. By default, every link of the encompassing
hypertext under construction which is inbound (outbound) to the meta-note is automatically con-
nected to the inbound (outbound) pseudo node; at navigation time, pseudo nodes are invisible to
hypertext users.

Generic meta-node
1

Generic network for meta-node

Generic network inside meta-node,
including its two pseudo nodes and
three endpoints

In section 2 we required 'selections' in addition to meta-nodes; at present Pre Scripts support these
as 'navigation selections' only; versions and retrievals are not yet supported.

5.2 Rules and Navigation Support

As stated earlier, rules provide both additional construction support and navigation support. We
want to concentrate on the latter here.

Navigation rules can be associated with links. They arc evaluated as the user 'wanders' through
a network. When the user 'arrives' at a given node, thc rules of all outbound links arc evaluated and
yield an importance value for each link. Based on a threshold function and a display function, the
hypertext browser determines which links arc presented to the user for navigation. The navigation
rules for a link can refer to methods (and, in part, rules) of adjacent nodes and links.

Usually, navigation rules are associated with the links (link types) of a PreScript by a PreScript
author and arc later 'automatically inherited' by an actual hypertext under construction. Thus,
sophisticated navigation support can be provided by a PreScript author, e.g. an instructional design
expert, so that hypertext authors need not be experts in this area. However, a hypertext author can
always override navigation rules.

The navigation context (user model) must be maintained on a per-user basis. This ! ads us to
three levels of specialization: PreScripts (common to a class of hypertexts), hypertexts, and the dif-
ferent navigation contexts of the users working on a hypertext (this corresponds to our requirement
ol multi-layer support). If we want to allow different users to manipulate a hypertext, we have to
maintain (partial) copies of the hypertext and the corresponding PreScipt(s) for every user (cf. to
our requirement of manipulation support). Different users may thus perceive quite different views
of the same basic hypertext at navigation time.

5.3 Procedures

Just as rules determine conditions under which a user may navigate along a certain path in the
hypertext network, procedures determine actions to be carried out when navigation takes place.
They are used to control node activation anti to update the navigation contcxt during navigation.

Like rules, procedures can be associated with the nodes and links of a generic network. They
can be provided by PreScript authors along with the rules in order to implement sophisticated navi-
gation support. While we intend to provide a graphical-tabular approach for the specification of
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procedures, the first version of Pre Scripts uses a traditional approach to procedures. In fact, proce-
dures are defined as object-oriented methods: a link may include a first-traversal method which is
invoked when a user follows this link for the first time and an each-traversal method which is
invoked each time the user traverses the link. Accordingly,first-visit and each-visit methods exist
for nodes; in addition, callback methods may be invoked from within an activated node. For the
actual activation of a node, the activation procedure needs to call the default 'show' or `show_by_-
anchor' method of the nodc, cf. section 2.

6 An Example Pre Script

In order to demonstrate the use of the aforementioned concepts, we want to consider a simple
example Pre Script. Wc focus on the construction support given by the generic network part of a
Pre Script. The Pre Script below represents the overall structure of a computer-based course (only a
small section is presented here).

Instruetinnn ;0/31 Instructional Analysis
EntryExpand New

Expand to Selected
Expand to Copy of Selected

1...2

Course Topic

Introduction Pre-Thst Module

An Instructional Designer's Pre Script at the beginning of course creation

This PreScript is interpreted as follows: after stating an overall instructional goal for a new com-
puter-assisted course, an instructional analysis is conducted which details the subgoals that the stu-
dents are to achieve (instructional analysis entries). In the next phase, course topics arc derived
from the instructional analysis entries. The lower part of the PreScript defines thc course structure
that is later accessible to thc students (in contrast to the upper 'instructional analysis' part). Thc
popup menu shown relates to the 'Instructional Goal' node selected; the author is about to select
"Expand New" from the menu to instantiate a new node. Thc othcr alternatives would allow the
author to map to existing material (cf. 'mapping' in 5.1).

Post-Thst

Course Thpic

Instructio Goal Instructional Analysis
Entry

Introduction Pre-Thsi ; Module Post-Thst
PreScript

Ww",:xs,.PMISI**XMY.4W.M116PNXW'k:,'SMKWA.N,Y*Z.X.cns*23.:V<W.EM?d9511/4Zkvaic,k14:53MZPcg,:nYAXS,WkiWediOKWkVfitWZZWPkoh

Hypertext under
Construction

Instruct iona Instructtonal Analysis:
Use 'calendar Calendar Features
tool to scheduk.
appointments

Instructional Analysis
taking Entries

$1.
Expand New

'Expand to Selected
Expand to Copy of Selected

Cour. t: opt( .
Single Entty

Introduction Pre-Thst

The PreScript after a few construction steps
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The above diagram shows the Pre Script and the newly created hypertext several steps later. Pre-
Script and hypertext are visually kept apart, although relationships between them are retained.

Note that care has been taken to keep the graphical view easy to perceive. E.g., links from the
hypertext under construction to the PrcScript are only fully drawn (in gray) for the node which is
actually selected (here: node "Module: Making a single entry"). For all the others, only small gray
tails are shown as visual clues (c.g, for the node labelled "Instructional Goal: Use 'calendar' ...",
this clue indicates that more links to "Instructional Analysis Entry" nodes can be created, as the
Pre Script allows an unlimited number of these links). For the currently selected node, "Module:
Making a single entry", the PrcScript requires a link to a node of type "Course Topic". In our exam-
ple, the author wants to connect this required link to the node "Coursc Topic: Single Entry". He has
selected both the (still uninstantiated) required link and the hypertext node "Course Topic: Single
Entry". The author can now establish the link by choosing "Expand to Selected" from the menu.
As one can see, an adequate user interface has to provide high flexibility to its users, e.g.: instant
display or suppression (cf. gray 'clue') of incomplete links; different views of the hypertext and
corresponding Pre Script, cf. (Furnas, 1986); and consistent handling of multi-layer displays.

7 Conclusion

We have stresscd the importance of typing for a more successful spread of the hypertext gospel into
different fields of computer science, especially CAL. We have presented a hypertext typing
approacn called Pre Script, that keeps the cognitive overhead for authors reasonably low and pro-
vides particular support for reusable navigation strategies and user models.

The proposed concept has been developed within the framework of the NESTOR project, a joint
development effort for a distributed, computer based learning and authoring environment by the
University of Karlsruhe, Digital Equipment's Karlsruhe based Campus Engineering Center, and the
Heriot-Watt University at Edinburgh. The Pre Script graphical editor and runtime support are cur-
rently in the process of implementation, preparing it for further evaluation later this year.
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Preamble

In this paper, I shall discuss the feasibility of using digitized speech technology to create
computer-assisted language learning (CALL) audio materials suitable for distribution through
standard telephone lines and of developing the necessary delivery system. The proposed system is
intended to be an integral part of a projected self-study, tnultimedialanguage learning center that will
replace an aging language lab facility. Thus, the system discussed here is not intended as a total
language learning solution, but as one element of a much broader system incorporating speech, video
and more traditional CALL materials. The remote-access audio element is of particular interest,
though, because it offers a relatively low-cost way of maximizing the physical learning center facility
while enhancing the students' learning experience.

Methodological Considerations

The traditional audio language lab has been in general use for about the past thirty-five years.
Because it has never quite lived up to the high expectations the foreign-language teaching profession
had originally held out for it (Hutchinson; Politzer; Stack), however, for the last twenty years or more,
its use has given rise to widespread disenchantment and dissatisfaction among both teachers and
students (Cammish; landoli; Mueller et al.; Pararnskas & Thomas).

This state of affairs is not altogether surprising. The language lab as we have known it for the past
forty years was conceived in the days of the audio-lingual methodology (Claudel; Nimmons). As
Politzer points out, it is ideally suited to the repetitive stimulus-response approach inherent in that
methodology. As thc audio-lingual method has been replaced by cognitive methodologies, with a
greater emphasis on communication and comprehension, the audio-lingual lab and the stimulus-
response drills which it does best have lost most of their methodological underpinning (Cammish;
Nimmons). Despite this general disenchantment, however, sound reproduction technology can still be
a valuable adjunct in the language learning process (Hammerly; Mueller et al.; Rivers), along with the
video and computer technologies developed in recent years. The trick is to find more effective and
flexible ways to use it than those associated with the traditional language lab.

One of the more interesting alternatives to the traditional, audio-lingual language lab is a self-
study facility that permits students to work with audio materials at their own pace, in their own time
and outside the language lab environment. Mueller et al. found that a tape,mding system meeting
these criteria enhanced their students' learning experience: ". . . not only did those students in our
experiment who worked outside the language laboratory spend more time on the tapes overall than
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those who worked in the lab, but the quality of the time spent was also higher" (589). My own
institution has used a similar takeout system with great success since the late 1970s.

Particularly since the advent of the now ubiquitous "Walkman" portable tape player in the early
1980s, there is little justification for requiring students to conform to a laboratory timetable in order to
listen to material they can play equally well on their own equipment. Students appreciate the
flexibility that a self-study facility affords them: "The choice is now up to the students: they decide
where they want to study, when they want to study, and how long they want to study. Moreover, since
the daily schedules of most students are overcrowded, this freedom of choice is most welcome"
(Mueller et al., 589). Hammer ly found that "Adult students in particular find self-instructional
programs advantageous, as their schedules make class attendance difficult, they may live far from
where the classes ay- held, and they like independence, preferring to be self-reliant rather than follow
orders" (608). Since more and more university and college students choose or are forced to work at
part-time jobsabout forty-five percent of the students at my own university work eleven or more
hours a weekthis sort of flexibility is becoming, not only desirable, but essential.

A self-study, external facility precludes, of course, the possibility of monitoring the students while
they orally repeat or respond to recorded material. It also usually precludes the possibility of letting
the students record and listen to themselves. Since these po&sibilities have been among the main
justifications for the traditional audio-lingual language lab (Claudel; Hammerly; Nimmons; Rivers),
giving them up represents a considerable departure from traditional language lab practice.
Nevertheless, there is evidence that the recording and playback of student responses may not be of
much benefit, and that it may well contribute to error fossilization (Mueller et al.; Nimmons). Mueller
et al. also found that monitoring of students was largely ineffective. Thus, they conclude, "It seems,
then, that self-correction and laboratory monitoring are mixed blessings at best. The most enthusiastic
students may well want to take advantage of them, but even they may not profit much from them"
(586-587). For his part, Hammerly (597-598) cites ten reasons why monitoring students in the
language lab is not a worthwhile practice. Although Hammerly is in favor of recording student
responses so that they may be compared with a model, he points out that recording and comparing is
effective only if based on thorough training in phonetic discrimination and articulation. Hammerly
acknowledges that such training is most often lacking or inadequate. Finally, the emphasis on
comprehension (listening), as opposed to production, implied by an unmonitored, self-study audio
program is well supported by current second-language acquisition theory (Courchêne et al.;
Nimmons). It seems, then, that eliminating the ability to record student responses and especially to
monitor students while they work will not likely prove detrimental to second/foreign language
learning and may even be beneficial, especially in light of the increased motivation reported by
Nimmons and by Mueller et al.

As the preceding discussion demonstrates, there appears to be considerable methodological
support for the implementation of a self-study system in place of, or at least in tandem with, the
traditional classroom-style language lab. Although the existing literature is limited to discussions of
tape-based library systems (e.g. Nimmons, Mueller et al.), there is no reason why the concept cannot
be expanded to include a digitized speech system implementing remote access to audio materials by
telephone. The arguments in favor of a tape-lending, self-study facility, briefly presented above, apply
equally to a phone-in system using digitized audio materials stored on a central server. The two
systems are not mutually exclusive; they can, in fact, complement each other very nicely, and
probably should so as not to overload a phone-in system. As I shall try to show, however, a phone-in,
digital system has unique advantages that cannot be matched by any analog (or even digital) tape
facility.
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Technical Background

Digitized sound is quickly becoming a standard feature of microcomputers. The Apple Macintosh
has long had digitized sound reproduction capabilities and, more recently, has acquired the system-
level ability to record sound directly onto a computer storage medium. Thus, all newer Macintosh
computers can record music, sound effects or speech directly to a diskette or a hard disk without the
addition of extra hardware or software. The MS-DOS world has not been left behind in the area of
digitized sound. MS-DOS compatible computers have acquired much the same sound recording and
reproduction capabilities as the Macintoshes through the development of relatively inexpensive add-
on sound boards, such as the Sound Blaster. At the same time, MS Windows 3.1 has incorporated a
simple sound recorder very similar to that included with the Macintosh's System 7 operating system.

Users are not limited, however, to the fairly primitive recording and editing functions provided by
the Macintosh's system software and by MS Windows. Users of either environment have access to a
host of add-on recording and playback hardware, ranging from simple microphones to sophisticated
MIDI music systems. Similarly, a wide variety of sound editing and sequencing software has been
developed and is now readily available to meet virtually every need.

Digitized Sound vs. Analog Technology

The progress in this area has been such that we are now beginning to see computerized language
laboratories and language learning centers using digitized sound recording and playback technology in
preference to the traditional analog tape recorder. The Wuppertal Language Institute and the
University College of North Wales are two institutions where digital, microcomputer-based
technology has replaced the tape recorder in the language learning center. Although the existing heavy
investment most institutions have in analog technology means that we will likely not see wholesale
replacement of traditional equipment for several more years, it is inevitable that more and more
institutions will opt to replace aging audio tape recorders with microcomputers equipped to record and
play back digitized sound.

The main advantage of digitized sound over analo- tape recording, the advantage from which most
others derive, is that a digitized sound file can be treated like any other computer data file. This
means, among other things, that the sound recording can be copied from one disk to another with no
loss of sound quality, that it can be compressed for storage and that it can be transmitted from one
place to another by modem or across a network. In particular, however, it means that a digital sound
data file can be accessed in true random manner and with the customary speed of computer access. An
analog tape recording, on the other hand, is rigidly sequential, requiring that much time be spent
winding and rewinding tape in order to find a given item of data. This apparently simple distinction is
of enormous significance for the development of computer-assisted language learning (CALL)
software that needs to integrate sound with text, animation or real-time video.

Despite heroic efforts by developers and hardware manufacturers alike, integration of analog, tape-
recorded sound with CALL software has never met with great success. The difficulty of locating
discrete items of data on a sequential tape and that of designing a reasonably priced tape player that
can position a tape head quickly enough and with sufficient precision to allow discrete sound itetns to
be integrated with a computer program have conspired to render audio tape recording impractical for
most CALL purposes.

Video-disc technology, of course, resolved all the above problems except that of cost. While
vidco-disc is a marvelous and promising technology, the simple fact is that the cost of producing an
educational video-disc is well beyond the means of all hut the wealthiest institutions. Even the cost of
purchasing ready-made interactive video-disc materials for CALL has severely restricted the

4
446



dissemination and development of this technology. On the other hand, digitized sound technology is
now within reach of all who can afford a decent microcomputer.

Remote Access Through Digitized Sound

The ability to integrate digitized sound files with various types of software opens up a number of
pedagogically interesting perspectives that go far beyond the usual on-site applications integrating
sound with text and/or video. One such perspective is the possibility of combining digitized sound
with voice-mail and touch-tone response technologies to create interactive audio learning materials
accessible in a remote mode to any student with a touch-tone telephone.

Voice-mail and touch-tone technologies are already well established in non-pedagogical domains.
In the business world, for example, they are regularly used as automated answering services and
ordering services. By combining digitized speech output, to provide directions, with the customer's
touch-tone responses as input, it is possible to conduct quite complex business transactions without
requiring the customer to interact with a human employee. Even universities have discovered this
technology and, in fact, regularly use it for automating switchboards and for allowing students to
register by telephone, "typing" their identification numbers and desired course and section
designations on the telephone's keypad in response to digitized prompts and queries.

In systems of this type, the caller interacts with the system to input a response. The system can
store the caller's response in a database for later use by a human worker or by another program or it
can use the caller's response to branch to a different routine and initiate some new action to which the
caller will be asked to respond. In this way, the caller can be led through a complex series of
operations. In most cases, the caller can also interrupt the series at any time to end the interaction or to
return to some earlier point in it. Of particular interest for pedagogical applications is the fact that the
caller's responses can be used to change the database from which the voice-mail system fetches its
prompts and questions. In this way, the voice-mail/touch-tone system can become the gateway to a
variety of activities that can be launched under the caller's control. The impending implementation of
the recently developed ISDN (Integrated Speech and Data Network) fiber-optic telephone systems by
the North American communications companies will give further impetus to this technology, which
already has enormous potential for distance education and for independent study by telephone.

Advantages of the "Virtual Language Lab"

By combining the digital sound capabilities of the microcomputer with voice-mail and touch-tone
technology, it is possible to create a genuine electronic classroom "without walls." Without leaving
his or her own home or residence room and with no equipment other than a touch-tone phone, the
foreign-language student with access to such a system can enjoy many of the same benefits as
students using an on-site electronic classroom or language learning center.

The application of this combined technology to distance-learning courses is obvious: being able to
access interactive audio materials by telephone, gives students in such courses virtually the same
advantages as students in regular language courses. Less obvious, perhaps, are the benefits to students
who may find it physically difficult or impossible to get to or to use a normal language learning
center. Hearing impaired students, for example, could use amplification devices that would be
impractical in a multi-user language learning center because of their impact on other users. Shy,
anxious students who are made severely uncomfortable in traditional classrooms and in language labs
where their privacy is not assured could derive great benefit front such a system. Finally, all students
can gain from the independent-study potential of this combined technology, which provides access to
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key audio language-learning materials twenty-four hours a day at the student's convenience, with
immediate, although limited, feedback and with privacy as complete as the student wishes to make it.

Despite the initial cost of setting up a remote audio learning system, the application of digital
sound to remote-access technology can prove very cost effective. Indeed, adoption of this technology
amounts to greatly increasing the language learning center's capacity, or throughput, with no increase
in its physical size or personnel needs. In this way, one can truly speak of a "virtual language lab,"
one that exists in time and in the mind of its user as it is being used, but that has no physical reality.
Once the system is in place, the addition of a single telephone line can expand its capacity far beyond
what would be possible by just adding another row of booths to a traditional language lab or a couple
of workstations to a language learning center.

Technical Description

A number of problems are inherent in the design of a system for remote delivery of digitized audio
materials by telephone. The main ones can be identified as inadequacy of disk storage space,
incompatibility of digital sound files among various applications and the limited interaction allowed
by touch-tone technology.

The first of these problems appears to be the easiest to solve. One simply has to have a big enough
hard disk! That obvious solution is not perhaps sufficient, however. How big is big enough? Even a
multigigabyte hard disk will eventually fill up with sound files, which occupy about 12K of disk space
for each second of recorded sound, even at a fairly low sampling rate. This means that one minute of
speech recorded with adequate, but not outstanding, quality occupies the equivalent of one 3.5 inch
diskette. Two minutes of recorded sound will occupy the equivalent of a high density 3.5 inch
diskette, or one twentieth of the space available on an otherwise unused 20 megabyte hard disk. A
higher sound sampling rate for increased quality will require even more disk space. If we multiply this
usage by the number of minutes required in a weekly lesson for a language course (probably about
twelve minutes, since silence does not need to be stored) and then multiply that by the number of
courses using the system, we find that our gigantic hard disk is hardly big enough, especially if the
same disk is being used to store system and network software and the applications that create and use
the sound files as well as whatever other applications the language lea, ling center may use.
Nonetheless, the solution to the storage problem can be solved by the use of removable storage media.
Currently, the most cost-effective removable medium seems to be the Bernoulli system of removable
disk cartridges. Each removable cartridge can store up to 150 megabytes of data and changing
cartridges is a simple matter. A more expensive alternative is to use rewritcablc optical or magneto-
optical disks. The former can hold about one gigabyte of data, while the latter generally weigh in at
around 120 megabytes. Either solution, however, requires that the system's primary hard disk be
reserved only for materials in current use. The secondary storage medium, the removable one, is
therefore used for long-term storage, This requires that some sort of cataloging system for the
removable media be put in place so that the appropriate files can be loaded to the primary hard disk
each week. This is no more complex, however, than ensuring that the appropriate tapes are available
each week in a traditional language lab.

The problem of incompatibility of sound files among different applications is a somewhat thotnier
problem. Particularly in the MS-DOS envhonment, there is little compatibility among sound files
produced by different applications. The files produced by a popular sound board such as the Sound
Blaster, for example, are not readable by the readily available voice-mail systems, such as Big Mouth
or Watson, and vice versa. Microsoft's adoption of the Sound format as the standard for MS
Windows' multimedia extensions will no doubt bring about a considerable degree of standardization
in this arca, but for the moment it remains a problem.
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The solution I have adopted to this problem is to opt for the Macintosh computing environinent
Using the Macintosh for this sort of project has one main advantage: the digitized sound input and
output are handled at the system level. For this reason, digitized sound files on the Macintosh, at least
under the latest version of the operating system, are compatible with all applications using digitized
sound. This means that sound files need be recorded and stored only once and yet can be accessible to
the voice-mail software as well as to the software to be used on-site in the language learning center.

Finally, the problem of the limited interaction permitted by touch-tone technology must be
addressed. The key here is to find a voice-mail system with as much flexibility as possible. The
remote delivery system I am currently working on is based on a powerful, programmable voice-mail
system, Phone Pro by Cypress Technologies, which allows the caller to enter responses using any keys
on the telephone's keypad and also to respond by voice and have the message recorded and saved in a
database. It even provides for alphabetic input by using a two-key system, whereby the caller presses
a key bearing an alphabetic character and then presses a numeric key to indicate which of the letters
on the key the key press is intended to represent.

Certainly, none of these input options is ideal. Ideally, the caller would respond orally and have his
or her oral response recognized by a sophisticated voice-recognition program in whatever foreign
language he or she was using. Such an ideal system will require the development of voice-recognition
software with capabilities that are still in the realm of science-fiction. One day, maybe, but for the
present Phone Pro is about as good as it gets.

What one can do with existing technology is tailor the audio materials to take advantage of the
strengths of the voice-mail system, while minimizing its weaknesses.

Since the system cannot recognize correct oral responses or respond to incorrect ones, voice input
from the calling student must be limited to those exercises or assignments that can be stored and
graded later by an instructor or monitor. Since Phone Pro can be programmed to save voice input,in
either a separate database record or a separate voice-mail box for each caller, this presents no
particular problem. The program can create a record or mail box for each student that calls in to work
on a particular exercise or assignment; the instructor can then listen to and grade the student responses
later by using either the Phone Pro software or a proprietary in-house application designed for that
purpose.

Touch-tone responses, on the other hand, can be recognized and acknowledged by the telephony
software.. For material that does not necessarily call for an oral response, such as aural comprehension
exercises, or multiple choice tests, the student can be prompted to enter a numeric response. This type
of work can be graded by the software, the student can be given instant feedback, and the score can be
stored for retrieval by the instructor.

In a system of this kind, it is, unfortunately, impractical to attempt work requiring written
responses of more than a short word or two. The two-key method of inputting alphabetic responses is
slow and clumsy at best. For foreign languages, the accented characters pose a particular problem.
Other types of software exist for developing written skills in students. For remote access, these
include BBS (Bulletin Board System) software, computer conferencing applications and
"groupware", all of which require the student to have access to a microcomputer and a modem or a
network connection. Each of these technologies comprises an important aspect of the "virtual"
language learning center we are trying to implement in the context of our projected physical facility.

Conclusion

A remote-access, audio learning system such as the one presented here is not ideal, certainly. It is
incapable of providing simultaneous aural and visual stimuli, except through the expedient of
providing students with a corresponding text. Thc possibilities for oral response are also quite limited,
mainly because of the primitive state of voice-recognition software. Consequently, such a system is
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currently best suited to comprehension activities, such as training in listening and in phonetic
discrimination. As a result, the proposed remote-access, audio system is intended to complement,
rather than replace, the main language learning center facility. Once public telephone systems make
widespread use of digital sound technology and fully implement the ISDN systems now under
development, remote learning systems incorporating both audio and video will surely become not
only a reality, but a commonplace. Until that happy day dawns, perhaps around the tarn of the century
in some parts of North America, the system outlined here can provide a viable and cost-effective
alternative for at least part of the work now done by students in more traditional, and perhaps less
suitable, language lab environments.
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Is Browsing Really Instructional?
The Use of Hypertext as a Supportive Device in Incidental Learning

LORILEE M. SADLER
Office of Information Technology

Indiana University-Bloomington, IN 47405, USA

Incidental learning is the kind of learning that happens in every thy life. It is that unexpected
experience that occurs when, while concentrating on one thing, you learn another. Incidental
learning can be defined as any learning that takes place during the active process of learning
something else. It is curious to examine the informational tools that each of us has and to
question their origins. Many people will claim that the majority of their knowledge was learned
not in the classroom but rather through the trials and errors of day-to-day life, through overheard
conversations, and through the searches for information that lead one down paths that, while not
necessarily relevant to the task, were interesting nonetheless (Postman, 1964). Historically,
incidental learning has been disdainfully viewed as unimportant by educators (Postman, 1964).
This is most likely because of the threat that this kind of learning poses to instructors. However,
within the last fifteen years studies of incidental learning and the acquisition and retention of skills
have increased. The notion of incidental learning has risen in the paradigm hierarchy from
something that was invalid as a method of learning to an entity which is both legitimate and
ubiquitous

The role a traditional education is to provide on-task content so that specific learning objectives
can be met in a pre-determined time period. Incidental learning in traditional education is, at best,
considered a serendipitous phenomenon and, at worst, left completely to the non-school world to
provide. Educational philosophers argue that what is being taught in school is not necessarily what
needs to be known to survive in the real world (Bransford, in press) and that new technologies such
as hypertext can support epistemologies of learning that provide students not with "factual"
educations but rather with abilities to connect facts and ideas to solve problems and to think
analytically (Brown, 1988).

The advent of hypertext as a popular computing tool has many implications on the role of
incidental learning in formal education. Educational research and popular journals alike are
printing articles dealing with hypertext and peripheral subjects in almost every issue. However,
many articles deal with specific projects using hypertext packages and focus on the "gee whiz"
aspects of the technology of hypertext rather than the actual instructional value of the application.
Others describe how easy it is to develop computer-assisted-instruction-like materials using
hypertext. In both cases the real value of hypertext systems has been overlooked. Little work is
being done to determine the types of environments, learning, or students that hypertext supports.

The notion of hypertext is one that is not new. In 1945 Vannevar Bush conceptualized a
machine that would enable users to view several documents at one time and to connect those
documents in a manner that was meaningful to each individual user. Ted Nelson (1974) began
work on a system called Xanadu in 1965 that he hoped would realize Bush's dream machine. It was
not until the late 1980's, however, that computer technology became affordable enough to support
hypertext systems on a variety of platforms. Today, hypertext systems exist for most types of
computers.

Although Bush provided only a schema for hypertext, most experts agree on a few critical
attributes. A hypertext system is one that stores information in small chunks called nodes. Since
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these nodes are organized in a non-linear fashion, system developers or users may create links
between nodes to relate information in some specific way. A set of linked nodes forms a path
which represents an individual's network of ideas. A hypertext system is rarely linear even when
many nodes are linked together. Systems which contain developer-defmed links are said to have
pre-defmed links through which users can navigate. In these systems the user almost always has
the ability to choose among several paths to follow and can follow one or all of them. Moreover,
users can also jump from one path to another at any given time.

In direct contrast to computer-based instruction systems, true hypertext systems contain no
specifically imbedded learning goals. Instead, they strive to facilitate multi-causal thinking.
Information is provided in an information base and it is the responsibility of the user or supervisor
of the user to impose a learning goal. While the information base of a hypertext system is
generally the heart of the system, hypertext systems can contain other modules that can be made to
look like a CBI lesson, an expert system, or an intelligent tutor. These modules are generally
peripheral to the information base rather than inherent to it. Many hypertext applications enable
the user to define paths by making links between information nodes. This feature of hypertext may
well be the most important feature of the entire system since it challenges the user to make
associative links between information to form a customized idea network.

These attributes of hypertext systems differ greatly from traditional computer-based instruction
(CBI) in which on-taskness is one of the primary goals of the system. In CBI systems a learning
objective is built into the system. This forces the user to see and do every part of the lesson that
the designer deems necessary. Often the result is that the user becomes bored with or ambivalent to
the material being presented. Traditional CBI includes content questions at the end of each unit.
Students who have a moderate amount of experience with CBI instinctively pick out content that
will be measured at the end of the module. Many of the same problems exist in traditional print
text. Because they often focus on the primary information, learners frequently miss the subtleties
or implicit information within the text.

Hypertext systems support incidental learning in several ways. First, users have direct access to
large information bases that can be traversed quickly and in a variety of ways. Second, the process
of active browsing through a hypertext information base allows users to see many different types
of information. Users will often encounter information that is not relevant to the task at hand but
that does have some relational or personal relevance. Finally, hypertext systems enable users to
directly experience and manipulate multiple representations of information.

Through this process users not only acquire information but also experience the relationships
that exist between information nodes. This direct manipulation of relationships causes users to be
able to generalize information across situations (Spiro, 1988).

Studies of the relationship between hypertext and incidental learning are almost non-existent.
Hypertext, because it is a new technology, has seen a great deal of press over the last three ycars,
but researchers are only now dealing with pedagogical issues surrounding this technology. New
pedagogical philosophies can be readily supported by hypertext environments, but much research
needs to be done to gain evidence of the degree of effectiveness of both hypertext as a facilitator of
these new theories as well as the theories themselves. In this experiment, the relationship between
hypertext and incidental learning is explored. When asked to create a self-imposed task and then
follow through with that task, learners acquire information related to that task as well as
significant chunks of incidental information while browsing. Learners who are given an
experimenter-defined task should be able to acquire as much of the information as the task itself
asks for, but their acquisition of incidental information will be much lower because of their
concentration on the task mandated by the experimenter.
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Hype.text systems can provide enriched learning environments that differ greatly from any other
learning environment that has previously been used in education. Hypertext systems provide
learners with multiple dimensions of information. Each dimension or path eschews a different
perspective on not only the information being presented but also the relationships developed
through multiple-path navigation. Users of hypertext systems see not just one representation of
information but multiple representations. It is these multiple representations that aid users in
utilizing what they have learned in many different situations (Spiro, 1988). One reason that
multiple-representations can be developed in hypertext systems is that the speed at which idea
networks are developed on the computer can rival those of the human mind. This spontaneous
thought that occurs in a hypertext system enables each user to freely develop interest paths without
being distracted by waiting periods that occur on the system. In creating or following multiple
representations of information, users determine that which is relevant and irrelevant information in
an information base.

This experiment has been designed to test the degree of incidental learning in a hypertext
environment when users are given different tasks. In the experiment subjects are assigned one of
two tasks: one group will be asked to pursue avenues that interest them personally by freely
browsing through the system, and to identify any self-imposed tasks at the end of the browse
period; the se,: 3nd group will be given a scavenger hunt scenario and a list of facts and objects to
find throughout the system. All subjects will browse the same hypertext application to complete
their tasks and will be limited to twenty-five minutes within the system. Subjects are told that
questions over the text will be asked when they have finished their task.

The post-browsing questions are given in two parts. The first part of the posttest evaluates the
acquisition of relational information by asking subjects to complete a partially drawn map of
Glasgow, Scotland. The second part of the posttest is a set of multiple-choice questions designed
to measure the acquisit:on of "factual" information such as dates and historic events relative to
Glasgow.

Methods

Subjects

Twenty-four subjects were involved in this experiment: four in a pilot test of the experiment
and twenty in the actual experiment test. Subjects were divided equally, through a drawing system,
into each of the two experimental groups. Subjects were graduate students from the computer
science department at Indiana University and participated solely on a volunteer basis. Subjects
ranged in age from twenty-four to thirty years of age. Thirteen of the subjects were natural-born
Americans, I subject was Korean, 6 subjects were Indian, and the remaining four subjects were
from mainland China. Subjects were run during a four-day period at times that met with their
convenience. All subjects had used Macintosh computers prior to the experiment and were familiar
with the operating system and eight of the subjects had taught an introductory computer tools
course using the same hypertext development system that was used to develop the hypertext
application for this experiment..

Materials

A hypertext system called Glasgow On-Line was commissioned by the city of Glasgow,
Scotland for use by tourists. This system was developed in HyperCard, a hypertext generation
product for the Macintosh computer. Glasgow On-Line contains maps of the city, indexes of
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restaurants, museums, shopping places, physicians, banks, and other items of interest, as well as
factual infoimation about important city landmarks. The system also contains a powerful "find"
utility that enables users to search for a specific shop or product. The Glasgow On-Line system
was run, for the experiment, on a Macintosh IIx with a color monitor, extended Apple keyboard,
and a single-button Apple mouse.

Procedure

Prior to running the actual experiment a pilot test was done using four subjects. Four piece:: of
paper, two displaying the letter "A" and two displaying the letter "B" were placed into a small box.
Upon entering the experiment room, each subject drew a piece of paper from the box. Subjects
belonging to group A were asked to freely browse the hypertext system in its entirety, imposing
their own task if they wished. Subjects belonging to group B were presented with a list of items
to locate within the city of Glasgow, as in a scavenger hunt. Neither group was allowed to make
notations of any kind. After subjects complet ' their twenty-five minutes of browsing or
searching they were given the two-part posttest described above. It was determined during the pilot
test that the scope of the entire information base was much too large for the amount of time and
information requested on the posttest. Subjects in group A had great difficulty deciding where to
start in their browsing and changed self-imposed tasks often. They were unable to answer most of
the factual questions on the posttest and were able to demonstrate little relational information on
the posttest. Subjects in group B were able to navigate the information base to find items on the
scavenger hunt list, but spent little or no time exploring alternate avenues or information thai was
peripheral to their task. These initial findings have implications for future research and will be
examined in the discussion portion of this paper. The immediate effect of these findings was thm
the scope of the information base used during the experiment was modified to include only one
quadrant of the city of Glasgow and the information that fell within that quadrant.

For the actual experiment, subjects were divided into groups based on the algorithm used in the
pilot test. Twenty-four pieces of paper, divided into two sets of twelve with each set labeled "A"
or "B, were placed in a box and mixed together. Upon entering the experiment room on the
experiment day each subject drew a lettered piece of paper from the box. Subjects drawing letter
"A" were asked to browse through the on-line system for twenty-five minutes, looking at things
that were interesting to them. Subjects in group A were told that if they created a task for
themselves (e.g. they looked for every veterinarian in the assigned quadrant of Glasgow) that they
should write this task down on a piece of paper provided by the experimenter. Subjects drawing
letter "B" were given a scavenger hunt scenario to work through using the Glasgow On-Line
hypertext application. All subjects were instructed to spend twenty-five minutes browsing through
the application and to answer some simple questions after that time. Subjects were required to sit
at the computer workstation for the entire twenty-five minutes. This requirement was imposed so
that the time variable was controlled for and also to encourage random browsing in both groups.
After twenty-five minutes of browsing, the each subject took the posttest. Subjects were seated
away from the computer for the test and were not allowed to look back at the computer screen or to
refer to any part of the on-line systcm. As st2ted earlier, subjects were not allowed to take notes.

Results

Results for the study are shown in Table 1. Scores for the relational and functional portions of
the posttest were kept separate for each subject in each group. The mean for the relational portion
of the posttest for the no task group was 9.9 and for the scavenger hunt group was 6.1.
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Comparison of these means shows that the no task group had a mean that was 3.8 points greater
than the mean of the scavenger hunt group. The mean for the factual portion of the posttest for
the no task group was 6.5 and for the scavenger hunt group was 8.5. A 2.0 point higher
achievement for the scavenger hunt group is indicated by these results. Although further statistical
analysis is necessary to determine significance, the initial means do indicate some difference
between groups. These findings are in concurrence with the hypothesis concerning non-task versus
task-driven uses in browsing a hypertext system.

Table 1
Results of Posttest

Subjects Mean
1 2 3 4 5 6 7 8 9 10

Group A
Relational 8 6 12 15 10 13 10 9 8 8 9.9
Factual 7 8 6 4 7 9 10 6 3 5 6.5

GroupB
Relational 7 7 10 5 10 3 4 5 5 5 6.1
Factual 9 6 3 7 10 8 9 9 10 9 8.5

Discussion

Results yielded from both the pilot study and the actual experiment have proven to be
informational and give rise to new questions. The original hypothesis was that learners given no
specific task other than to browse a hypertext system for their own interests would gain more
relational information than would those learners who were directed in a specific "search" task, and
that learners who were given no specific task would concentrate less on factual information given
in the system than would specific task learners. In the pilot study it was obvious to the
experimenter that the scope of the information base being used was much too large for the time
constraints placed on the subjects and much too broad for subjects who had no experimenter-defined
task. This observation needs to be examined under carefully controlled conditions in further
research to see if size and breadth of a hypertext system are factors in learning through browsing.

In the actual experiment, subjects had more than enough time to browse freely and find the
information they were supposed to find. Because the portion of the hypertext system used was tk t
heavily saturated with hyper areas (hot spots), subjects who were not assigned a specific task
(those in group A) were able to explore each of the hyper arcas on the screen and thus did not
impose their own search task. This was somewhat of a surprise to the experimenter and this
finding too is cause for another investigation concerning saturation of hyper areas and motivation
to explore.

Hypertext systems have opened new doors to educators and learners. It is important that
everyone involved in the design, development, and delivery of instruction examine closely the
capabilities of this new technology and force the technology to support educational aims rather
than allow education to support the new technology. More research needs to be done in the area of
incidental learning and hypertext to :.letermine the extent which hypertext supports this kind of
learning and to determine, in more concrete terms, the importance of incidental learning.
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MOTIVATING UNIVERSITY FACULTY TO INTEGRATE
MULTIMEDIA INTO CLASSROOM PRESENTATIONS

MARTHA C. SAMMONS
Professor, Department of English

Wright State University, Dayton OH 45435

Purpose

This paper describes a plan to motivate faculty to use multimedia for classroom
presentations to improve teaching and learning throughout the undergraduate curriculum at Wright
State University. The purpose of the project is to incorporate multimedia as an integral part of
classroom lectures through an aggressive, strategic, university-wide plan. (Multimedia
presentations are defined here as the integration of computer-generated course outlines and notes
with graphics, video and sound). This paper will discuss the philosophy and strategy of the plan
to motivate faculty, including ways we implemented the plan despite severe state budget cuts.

Background

Past initiatives: Exploration of the feasibility cf launching a major multimedia initiative
at Wright State began just three years ago. Twenty-two faculty currently use multimedia
presentations in their classes. As a result, several schools have visited our campus to learn about
our multimedia work.

A Multimedia White Paper published by the Department of Academic Affairs developed
into a detailed strategic plan for implementing multimedia in the classroom. This plan identified
both long-term and short-term tasks. I was given a leave to assume the role of Faculty Liaison
to the multimedia project. Among my responsibilities are forging linkages between this project
and other computer/technology committeies on campus, seeking funding, and developing training
materials and the faculty curriculum. I am also conducting a pilot program in the College of
Liberal Arts.

Future initiatives: Future initiatives involve conducting this pilot program and
establishing multimedia as part of a teaching center.

A pilot program in the College of Liberal Arts will give notebook computers to faculty
who proposed innovative ways to use computer technology in the classroom with the aid of
projection and other peripheral equipment. This project will evaluate the effectiveness of a faculty
task force in directing the project. This committee will assess the effectiveness of both new
classroom methodology and :arious new technologies.

Second, multimedia will be transferred from Computing Services to our new Center for
Teaching and Learning, which will foster a "teaching culture" that continuously improves teaching
and assesses ways to improve student learning. The Center emphasizes the total support of the
administration to teaching innovation and excellence. The primary goal of this multimedia support
group is to consult and coordinate: to encourage and train faculty to use multimedia, provide
technical expertise, and serve as a consulting group for each college. In addition, the Center will

...
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coordinate development of presentations and training materials and provide access to equipment
and resources available both on and off campus. With funding, the Center will eventually support
innovative teaching through incentives such as merit pay, leaves and other opportunities to develop
multimedia materials.

Problems in Motivating Faculty

Higher education has lagged behind primary and secondary education in incorporating
multimedia into both teaching and learning. Yet numerous studies, including our own, show
increased effectiveness of presenting classroom material through a variety of media. While a
few major universities--IUPUI, University of Delaware, Washington State, etc.--are beginning
to explore uses of multimedia, most have concentrated on development of courseware,
computer-based instruction, and computer laboratories for student instruction.

Our project focuses on faculty use of multimedia as a way to enhance classroom
lecturing and thus teaching and student learning. The literature has established that college
faculty in general are slow to integrate new technology into the instructional process. Studies
also indicate that the traditional faculty lecture involves mainly use of the blackboard,
overheads, and occasional slides.

We believe faculty are reluctant to use multimedia for the following reasons:
1. Knowledge and Training

unawareness about how multimedia can enhance teaching and learning in the
classroom

unawareness about ways to tailor multimedia to a specific discipline or integrate
multimedia into the current curriculum

inability to use multimedia hardware and software
perception that there will be difficulties or disadvantages that arise in actual

classroom implementation of new technology
uncertainty about how to gather appropriate materials for use in multimedia

presentations
lack of training materials specifically geared to teachers

2. Lack of Control
skepticism about technology when technicians rather than faculty direct its use
failure of projects in which technology rather than the material dictates the medium

3. Time
commitment cf time needed for multimedia training
long development time for creation of multimedia presentations

4. Incentives
lack of administrative support for multimedia
failure of universities to incorporate innovative teaching as part of the merit system

5. Money
lack of money for new hardware and software

Strategies for Motivating Faculty

Based on our experience thus far, we offer the following ten strategies for motivating
faculty to use multimedia:
I. Show leadership and organization
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Faculty must see administrative support for their efforts. Administrative commitment is
also vital to appropriate necessary funds for equipment and an incentives program. In addition,
there must be a strategic plan for incorporating multimedia in the classroom. Otherwise, there
will be only piecemeai efforts by a handful of pioneer faculty. There must also be support from
the computer support personnel and faculty leaders.
2. Educate

Faculty must first see the possibilities available to them, as well as the benefits of using
technology in the classroom. This is accomplished by technology fairs, conferences, and special
speakers. They must also see how easily and efficiently they can build course materials using the
computer.

Faculty also often fail to see the value of multimedia because they do not have a clear
idea of how it can be effectively used in their specific disciplines. Seminars within each college
allow guest faculty both from within the college and from other universities to demonstrate ways
multimedia can be used in specific disciplines. Faculty must then continue to be informed of
developments in their field.

In addition, the goal of the multimedia project is to improve learning through enhanced
teaching methods and through increased student access to a variety of information. Faculty will
be motivated when they are offered the possibility of using more effective instructional approaches
and see the results of enhanced student learning. They will be challenged by assuming a new role
that is better for them and their students.
3. Train

Faculty must be trained to use technology. Thus a formal training program for faculty
allows faculty members to go through distinct phases in their progression to use of full multimedia
in the classroom. We recognize that not all faculty nor all courses benefit from progressions
through all phases, but that most benefit from at least the early steps. These courses are taught
by faculty or staff with expertise in a specific subject.

Phase 1 involves training in basic techniques, such as simple slide presentations, and
videodisc/CD players for incorporating pictures and sound segments in class. This training makes
faculty comfortable with computers, presentation programs, easy-to-use presentation equipment,
and simple processes for digitizing images and/or sound. Phase 2 involves training in more
sophisticated uses of multimedia in formal multimedia classrooms, advanced authoring, and
courseware design.

Workshops: Workshops are designed to fit into the typical faculty schedules. A series
of 1-2 hour hands-on, interactive, on-going workshops allows a faculty member to specialize in
technology appropriate to hisTher field and produce something th..:t can be used in class.
Workshop topics fall into the three main areas: development, software, and hardware.

Training materials: Training in multimedia technology will not be successful without
adequate materials geared toward teachers. We are thus developing training materials geared
specifically to faculty. Assessment is also a major emphasis of the training program. Much of
the assessment data that has been presented thus far in the literature has focused on the
effectiveness of multimedia in K-I2 teaching, teacher education programs, and the effectiveness
of interactive videodisc as a training tool.

We will gather data about the effectiveness of these areas:
methods of training faculty in use of multimedia. We will test the effectivenens of

a variety of teaching techniques and materials, as well as the effectiveness of training in motivating

faculty.
the effect of multimedia on student learning. We have begun to gather data from
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current multimedia classes about enhancing learning through multi-sensory and interactive
presentations. We are developing appropriate assessment materials, as well as guidelines for
administering these materials.
4. Let faculty play a central role in decision-making

Faculty must participate in the process of deciding how technology will be used before
they will adopt it. The College of Liberal Arts pilot project will test the effectiveness of a Task
Force in administering a technology plan. This committee, comprised of members of each
constituency, will decide on the incentives program and assess its effectiveness.
5. Offer a variety of technology options

Realizing that all faculty are not ready for multimedia, we are investing in prototypes of
new technologies. This technology includes the following:

notebook computers
LCD projectors
scan convefters for projection of notebook computer displays on TV screens
videodisc players with barcode readers and barcode software
CD-ROMs and readers
in-house or external mastering of CD-ROM's and videodiscs

Faculty also need to see that this varied technology will support individualized teaching
methods, not dictate it. New technologies are demonstrated at technology fairs; then faculty are
encouraged to try using them in class. Faculty successes with this equipment will dictate future
investments in technology.
6. Begin with the simple to allow growth and flexibility

While some faculty were quick to adopt multimedia, the majority were not. Thus a
faculty development program must accommodate different levels of experience with technology,
as well as fundamental differences in the disciplines. Changing instructional methods must be
evolutionary or incremental. With the options listed above, faculty can begin with either simple
slide presentations or videodisc players. They can then grow into other options as they are ready.
7. Offer optional classroom environments

We are creating two types of classrooms: large multimedia classrooms with permanent
equipment and portable configurations for smaller classrooms. We have invested over $100,000
in multimedia equipment and currently own four workstations for crrating presentations and four
"presentation" stations used in the classroon We are renovating five large classrooms for
multimedia.

We are also making available an assortment of portable multimedia carts with various
equipment configurations in order to "down-size" multimedia for smaller groups. The faculty
member, for example, can simply bring a notebook computer to class and use the TV monitors
already in place.

Regardless of the type of classroom environment, faculty want equipment that is simple
to learn, easy to operate, instantly available, reliable, and powerful.
8. Offer continued support

Support must not only come from administration but also from technical personnel and
peers. Faculty should be trained to use and trouble-shoot equipment, but technical help rhould
be immediately available. In addition, user groups are another source of encouragement. Faculty
teaching common subject matter to should be encouraged to collaborate to develop a standard
database of resource materials. Faculty should also be encouraged to share their visions and
successes with others in their departments. Furthermore, faculty can find inspiration and a new
source of common interest with members of other departments.
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9. Help speed development
Despite good equipment and training, many faculty will not use multimedia if it continues

to require 5-10 hours of development time per lecture. We thus encourage the tailoring of
multimedia presentations to a wide variety of teaching styles and use a team approach to planning
and designing presentations. This design team assists faculty in determining the appropriate media
for their discipline (text charts, graphs, tables, diagrams, photos, graphic, .Inimation, videotape,
videodisc, sound). Then in an effort to move away from traditional college lecture techniques,
the team demonstrates and suggests ways to use technology to support the chosen media
(computerized screen shows, videodisc/CD ROM segments, full multimedia, etc.).

We are also exploring ways to speed authoring of course materials through
establishing a materials lab for digitizing sounds and images. This lab is staffed by

student assistants. We are also seeking ways to use graduate students within each discipline to
assist in gathering and preparing appropriate presentation materials.

developing clear written policies and procedures for submitting materials to the staff.
Faculty should know what is required of them, as well as the turn-around time they can expect.

developing a database of these materials for distribution. We investigating the
potential of in-house CD-ROM publishing for storage of materials for the large general education
classes.

establishing equipment and software standards within the university to simplify
training and support.

Development is also aided by giving faculty access to the tools and resources they need
to crelie their own presentations. "Creation" workstations should be located in a convenient and
friendly environment.
10. Offer an incentives progran

Faculty are unmotivated to use multimedia because of the lack of reward for innovative
teaching and development of course materials and courseware in the traditional merit system.
Rewards can take the form of money or equipment, stipends, mini-grants, development leaves,
travel funding, merit pay, or public recognition in publications and conferences.

In the College of Liberal Arts pilot project, we will offer notebook computers to faculty
who submit winning proposals about how they will bring technology into the classroom. This
rewards faculty for rethinking their teaching methods and course materials.

Summary

The multimedia project at Wright State is
an aggressive, university-wide approach to incorporating multimedia in the classroom
focuses on improving teaching and learning through lectures enhanced with

computerized audio-visual materials
In establishing this project, we have learned that to motivate faculty to use the equipment

and change their establish teaching styles, faculty must have strong administrative support. be
educated about the value and potential of multimedia, receive on-going training, play a central role
in decision-making, have a variety of technology options, be allowed to grow technologically, have
a choice of teaching environments, be given continued technical and peer support. have assistance
and adequate resources for development, and be offered incentives to change their current teaching
methods.
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Hyper Glyphs: Using Design and Language to Define Hypermedia
Navigation

PATRICIA SEARCH
Department of Language, Literature, and Communication

Rensselaer Polytechnic Institute
Troy, NY 12180, USA

Hypermedia is an audiovisual medium that presents new challenges in information design.
Today, most hypermedia applications are created for specifii, tasks within a given culture.
However, in the global networks of the future, hypermedia interfaces will establish bridges
between cultures by using audiovisual symbols to define diverse cultwal perspectives.

In order to expand the communication potential of hypermedia computing, we need to develop
interfaces with orientation cues that help users navigate through large, multimedia databases. In a
hardcopy document, spatial references, such as the location of information on the page or the
sequential position of information within the document, help the user locate specific text and
images. However, hypermedia computing is a temporal medium in which spatial relationships
change dynamically, leaving the uscr with few references for orientation.

At Rensselaer Polytechnic Institute, I am directing a project called HyperGlyphs which is
evaluating criteria for hypermedia interface design. The prototype program for this project is a
hypermedia program on contemporary art. A focus gimp of artists, art historians, and art curators,
trained to analyze the impact of design on the communication process, is specifying the
requirements for the user interface. Although these professionals have little computer experience,
their training in audiovisual communication enables them to analyze the psychodynamics of the
medium and identify the types of perceptual cues that should be used for orientation references.

The database for this project, which consists of abstract images and text, is an important
element in the research design. By using abstract imagery rather than representational data, it is
possible to focus on the perceptual and cognitive relationships between pictorial symbols and
words. As a result, it is easier to identify new levels of interaction between perception and
cognition that can define orientation cues for hypermedia navigation.

The project began with a focus-group study that included 60 hours of interviews that defined
the user's tasks, the objectives of the program, and the design of the user interface. This study
produced approximately 300 iterations of screen designs that were developed on paper before any
software was written. The research team then used this conceptual design to develop a prototype
program.

The HyperGlyphs project is focusing on how graphic design and language in the user interace
can facilitate navigation and information retrieval. Since all hypermedia programs include
interactive functions that allow the user to access information in a multimedia database, the results
of this study can be applied to a wile range of hypermedia applications for schools, industry,
government, and specialized professions.

Criteria for Hypermedia Interfaces

Hypermedia interfaces can reduce the potential for confusion and disorientation if they
encourage the user to structure a cognitive approach to information retrieval. This approach does
not preclude browsing through a multimedia database. Instead, it means the hypermedia interface
should help the user evaluate the contents of the program and determine the best ways to use the
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program to accomplish specific tasks. To enable the user to meet these two objectives, a
hypermedia interface should do the following:

Acknowledge the limitations of the medium;
Identify the levels of authorship in the program;
Define and visualize the semiotic model for the program;
Provide spatiotemporal overviews of the database and individual references;
Narrow the objectives of navigation functions that track and visualize the user's path.

This paper discusses each of these points and uses examples from the Hyper Glyphs Program
to illustrate how graphic design and language can help the user become an active rather than
passive participant in the navigation process.

Acknowledge the Limitations of the Medium

The introduction of hypermedia computing has been accompanied by unrealistic expectations
and numerous misconceptions about the power and capabilities of the medium. To begin, there is
a tendency to view hypermedia programs as all-inclusive, authoritative databases of information
that eliminate the need for external resources. However, most hypermedia projects do not include
large, comprehensive databases that fulfill all the research and professional needs of the user.
Copyright restrictions, the lack of industry standards for exchanging data, and the high cost of
hardware and software powerful enough to store and manage large quantities of audiovisual
information have made it extremely difficult for the developers of multimedia programs to
assemble this type of idealistic database.

To dispel this myth about hypermedia, the user interface should clearly delineate the physical
and conceptual limitations of the database and encourage the user to evaluate additional resources to
augment the contents of the program. The interface should also remind the user about the
perceptual limitations of the medium. Hypermedia programs provide important audiovisual
feedback for the user, but they do not provide spatial and tactile references--sensory information
that may be required for certain tasks. If users are reminded of these limitations, they can
consciously evaluate their information needs and develop structured, cognitive approaches to
navigation that reduce confusion.

A brief introduction or tour of a hypermedia program is a good place to include a statement
that cautions users about the limitations of the medium. An introductory statement or graphic
should summarize the contents of the database and recommend additional references on a subject.
Language, in turn, can define the perceptual limitations of the database. Terms like digital
reproduction,digitized text, and video excerpt rcmind the user that electronic technology is a
perceptual filter that limits sensory feedback, and therefore, it is important to consciously evaluate
the merits of each reference for specific informational needs.

Identify the Multiple Levels of Authorship

Hypermedia programs contain several levels of authorship including the designers or editors of
the program, the authors of the individual references in the database, and the users themselves who
create links between the references (Search, 1992). Many hypermedia programs do not define these
levels of authorship. For example, it is often difficult to locate the names and credentials of the
designers or editors of the program. In some programs, users can move from reference to reference
without ever knowing the authors or the Four= of the material. This problem often occurs when
users follow trails of "hotwords" from one reference to another.

An interface that clearly delineates the different levels of authorship in a hypermedia program
helps the user understand the structure and objectives of the program and provides orientation flags
for navigation and information retrieval. Once again users can :.,sily evaluate their information
needs and define cognitive approaches to navigation that reduce confusion and disorientation.
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There are several ways to define these levels of authorship and improve navigation. To begin,
the introduction or tour of the program should highliOt the names andcredentials of the designers
and editors of the program. The introduction should also include a statement that explains the
objectives and structure of the program.

In addition, the program should clearly identify the author, title, publisher, and date of each
reference in the database. Similar citations should accompany still images or motion video. In
the Hyper Glyphs project, for example, when the user displays information on the screen, a
bibliographic citation appears in a header at the top of the screen. This citation provides the user
with feedback about the editorial perspectives and the organization of the database. The
bibliographic references also establish orientation labels that help the user structure and locate
information (Wright, 1991).

Finally, hypermedia programs should include interactive tools that help the user restructure
information and author new relationships. Tools for creating bookmarks, annotations, timelines,
organizational charts, and new links in the database increase the user's awareness of the conceptual
organization of the database and help the user restructure the information to meet personal
objectives. Once again, this type of interaction enables the user to develop a cognitive approach
to navigation that reduces the problems of "decentering" and fragmentation that often cause
confusion and disorientation in hypermedia programs (Landow, 1989, p. 185; Mullins, 1991).

Define and Visualize the Semiotic Model for the Program

A well-defined semiotic model for the hypermedia program is also an important criterion for
successful navigation. The semantic structure of the program and the syntax of the interactive
functions should be accurately mapped to a conceptual model of the user's tasks. Since users must
be able to browse as well as search for specific information, this semiotic model must be flexible
enough to encourage free association between ideas and at the same time, provide a clearly
articulated, cognitive framework that facilitates information retrieval.

To create this type of user interface, it is important to identify the cognitive relationships
between individual tasks and then map those relationships to functions that organize the database
into small, task-oriented groups of data. This type of relational model establishes labels for
information retrieval and creates a semantic structure that improves the effextiveaess and efficiency
of user navigation in a large database of information (Hara, Keller, & Wiederhold, 1991).

In the HyperGlyphs project, the focus group identified the types of tasks to be performed,
mapped each task to a set of procedures, and used cognitive walkthroughs (Lewis, Poison,
Wharton, & Rieman, 1990) to evaluate and modify the semantic structure of the database and the
syntax of the program functions. Throughout this iterative process, the focus group used design
and language to visualize this semantic-syntactic model. These visualization techniques helped the
focus group clarify the hierarchial and associative relationships in the program and identify the
most effective ways to use design and language as navigational aids.

The HyperGlyphs program consists of four top-level categories: Artwork, Exhibits,
Bibliography, and Biography. Within each of these sections, the user can navigate through the
database by sorting the information according to predefined categories or by conducting keyword
searches for specific data. This approach reduces confusion because it divides the database into
task-oriented groups of data that establish landmarks for casual browsing and labels for keyword

searches.
In the screen designs, color coding is an important navigational aid that creates a visual

outline of the database structure. The background color for the interface screens is gray; the four
top-level or main categories in the program are represented by color-coded icons. When a category
is selected, the icon for that section is highlighted in color while the other three icons remain gray.
This color coding ;s repeated in the second level of icons that appears within each category. The
colors of these secondary icons are slightly lighter in value than the main icons to differentiate the
two levels of organization. For example, the color code for the "Bibliography" icon is red, and the

465 4 7



"Bookmark" and "Timeline" icons within the Bibliography section are a slightly lighter shade of
that red.

The layout of the icons and buttons on the screen also helps the user visualize the semantic-
syntactic model for the program. For example, the main icons and the buttons for the sort and
search options are arranged in vertical lists that visualize the top-down structure of the program.
The lists for the sort and search options are also arrrged in parallel columns to symbolize the
parallel syntax of the two functions. In addition, these lists are permanent menus (as opposed to
pull-down or pop-up menus) that identify the user's location in the database and remind the user
how to access inforrnailon. These permanent menus reduce the cognitive overhead for the user
because once information is located in the database, it is not necessary to remember all the steps
that are needed to eepeat die pmess.

Research hati ehown that repeition is an important navigational aid in speech-controlled
hypermedia progrihms (Arons, 1991). Effective audio communication must be redundant because
words vanish and informatio!r must be repeated in order to maintain the line of thought (Zuboff,
1988). However, the use of repetition as a navigational aid should not be restricted to interactive
audio programs. This design technique also creates a permanent frame of reference for navigation
in audiovisual inteefaces w;kere a dynamic array of perceptual stimuli increases the complexity of
the interface (Sea-..ch, M3-4.

Language is .also an important design element that aids navigation by defining paths that help
users make choices. Researchers have pointed out that users are less likely to feel disoriented or
lost when there is a pi:defined path that narrows their options for navigation (Zellweger, 1989).
As previously mentioned the Hyper Glyphs program provides the user with predefined labels for
database sorts and seerches. The focus group carefully evaluated and tested the language for these
labels because research has shown that successful navigation is linked to the user's ability to
interpret the correlation between menu options and information in the database (Barnard, Morton,
Long, & Ott ley, 1977; Snowberry, Parkinson, & Sisson, 1985).

Similarly, language can reduce confusion and improve navigation if the interface uses
linguistic syntax to define the syntax of the program func _ens. For example, in the Hyper Glyphs
project, the focus group evaluated the phrases "Search by..." and "Search for..." to serve as headers
for the lists of options for the database sorts and searches. The group eventually chose "Search
by..." because the phrase tends to limit the user input to a specific list of requests while "Search
for..." implies that the user is free to search for a much wider range of informationa process that
can lead to confusion and disorientation in the program (Search, 1993a).

Provide Spatiotemporal Overviews

The hypermedia interface should provide overviews that indicate the content and scope of the
database. The user can then evaluate the suitability of the database for a particular task and
estimate the amount of time and effort needed to navigate through the information. These
overviews should specify the organizational hierarchy of the information, the number of resources
in the database, and the type of resources (e.g., full-text vs. bibliographic citations, color
photographs vs. black and white illustrations, complete video productions vs. video excerpts).

In the Hyper Glyphs project, two design techniques provide overviews of 1ie information in
the database: graphs and screen headers. Graphs at the beginning of each of the four main
categories define the contents of the database by showing how many references are available and
whether the textual references are full-text entries or bibliographic citations. Headers at the top of
each screen specify the number of entries in the database, the pee.od of time covered by the entries,
and the date of the most recent update (see Figure 1). This information gives the reader an idea of
the amount of time needed to navigate through the database. Also, by specifying the period of
time covered by the entries and the date of the last update, the user is reminded that the database
may not be a comprehensive source of information and that other references may be needed to
complete a task.
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Figure 1. In the HyperGlyphs program, graphs provide overviews of the database. The program
also indicates the period of time covered by the database and the date of the last update.

Some hypermedia interfaces use organizational charts to show all the predefined hierarchial and
associative links in the database. The HyperGlyphs program does not use this visualization
technique. The hypermedia interface should encourage the user to take an active role in defining a
conceptual framewcrk for navigation and information retrieval. Database diagrams that depict the
predefined 1: in the program underscore the editor's perspective not the user's perception of the
conceptual relationships in the database. Furthermore, although program designers can define and
visualize hierarchial relationships in interactive programs, they have not developed effective
methods of tracking and visualizing associative links (Hara, Keller, & Wiederhold, 1991). As a
result, there is a lack of design guidelines for specifying associative links in hypermedia user
interfaces.

In addition to providing overviews of the database to facilitate navigation, a hypermedia
interface should provide spatiotemporal cues for the individual references. These cues help the user
conduct a visual analysis of a document to determine its length and contents. Spatiotemporal cues
also establish landmarks for information retrieval. Research has shown that orientation and recall
are linked to spatial location within a body of text (Lovelace & Southall, 1983). In the
HyperGlyphs program, a header at the top of each screen tells the user the number of illustrations
in the document and the length of the document in terms of "computer screens." As the user
scrolls through the reference, dashed lines with numbers indicate the divisions between screens and
establish orientation cues for navigation and information retrieval (see Figure 2).
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sequential flow of associated events or ideas. Information can be broken down
into modular chunks of data that users, guided by personal interests and individual
levels of expertise, can randomly access in various ways; there is no right or
wrong way of exploring information in the database. Time can be compressed by

14

condensing events, such as the biography of an artist or the history of an art
movement, into a sequence of still images or a few seconds of video. On the other
hand, the analytical powers of the computer that make it possible to investigate
pixels, highlight audiovisual details, and isolate individual still frames from a
segment of video, enable the user to expand the notion of time and space.

Semiotics of the Interface Design

The discussion of the cognitive structure of art in a hypermedia program would
not be complete without acknowledging the semiotics of the interface design and
its impact on the presentation of a work of art. The user interface forms the critical
link to the database and ultimately, becomes the bridge to interpreting and
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Figure 2. The HyperGlyphs program provides information about the content and size of
documents. Dashed lines and "screen" numbers within the text establish navigational cues.

Narrow the Objectives of Navigation Functions

Hypermedia programs can improve navigation by providing users with a record of the
information that they have already seen (Simpson, 1989). Many hypermedia programs provide
navigation functions that track the path of the user. However, these functions are usually
multipurpose functio9s that attempt to accomplish the following objectives:

Allow the user to backtrack and retrieve information;
Locate the user's position in the database;
Identify what information has been accessed and what additional information is available;
Show the hierarchial and associative links in the database (Search, 1993a).

These navigation paths are often visualized as a tree-structure diagrams that show the current
location of the user in the database and the hierarchial and associative relationships in the database
structure. Unfortunately, this type of "You are here" approach to depicting the user's path creates
confusion because it tries to fulfill too many objectives. If the purpose of the navigation function
is to allow the user to backtrack and retrieve information, the path does not have to show all the
remaining information in the database or the hierarchial and associative links to the references.
These conceptual relationships can be depicted by other functions in the program such as functions
that generate textual or graphical overviews of the database (Search, 1993a).

The HyperGlyphs program limits the objectives of the navigation function to backtracking
and information retrieval. The program keeps an internal record of all the data that the user
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accesses during a given session and then displays a list of that information upon request. This
navigation list consists of textual rather than pictorial references to the data. By using a textual
list, it is possible to display long navigation paths on any type of computer screen regardless of
its size oi resolution. A linear list is also an accurate visualization of the sequential process of
navigation. While it is true that hypermedia programs support non-linear, random access to
information, the navigation path itself represents a serial route through the database because only
one reference is accessed at a time (Search, 1993a).

Conclusion

Hypermedia programs must provide orientation references that help users navigate through
different levels of authorship and complex arrays of multimedia data. The navigational protocols
of traditional hardcopy are not adequate for these dynamic, user-defined information structures.

The design of hypermedia navigational aids must begin with a critical analysis of the
psychodynamics of hypermedia computing. The interface should anticipate the user's perceptions
and expectations and help the user realistically evaluate the technology's potential for
accomplishing a set of tasks. The user can then define a cognitive approach to information
retrieval and become an active rather than a passive participant in the navigation process.

The conceptual design of a hypermedia program must be carefully mapped to the user's tasks
and objectives. This process determines the organization of the database and the types of
interactive functions. Translating this conceptual model into a user interface requires a critical
analysis of the semiotics of the interface design. Design elements such as color, typography,
layout, and language can establish important orientation cues for navigation. Since is possible to
integrate layers of meaning into graphics and text, this type of relational coding is an efficient way
to define the semantic structure of the program, the hierarchial and associative links in the
database, and the syntax of the program functions.

In the future, the semiotics of thP interface design will take on new dimensions as global
networks develop multimedia interfaces. Semantic-syntactic coding in these interfaces will
continue to play a critical role in navigation and information retrieval. However, the audiovisual
cues in these interactive networks will assume another important function. In these networks, it
will be possible to integrate cultural references into the audiovisual symbols and in turn, create
interface designs that establish perceptual and cognitive bridges between cultures (Search, 1993b).
These hypermedia interfaces will expand the creative potential of telematic communication by
defining a new multicultural language that preserves and articulates diverse cultural perspectives
within the context of an integrated global village.
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Introduction

Novel technologies can stimulate innovative solutions to traditional problems. During the past

two years, I have been challenged to revise my notions of learning because I have been teaching in

the AT&T Teaching Theater at the University of Maryland. This unique classroom was designed to

enable instructors and students to explore new strategies, by supporting extensive use of media,

computing, and network supported collaboration. I have learned many lessons about technology and

education in the AT&T Teaching Theater, but my most compellingexperience is the acceleration of

my transformation as a teacher. While I appreciated the wisdom of and was influenced by many great

educators such as Dewey, Bruner, Piaget, and Papert, and the reports of national committees [NIE84,

AAH87], I have made my own synthesis [Shnn2a, b, c]. I see more clearly than before that the path

to motivating students is the joy of creation, exploration, and discovery. I see also that these processes

are social in nature ar I that shared experiences in class and through teamwork projects are vital.
I have tried to des xibe this philosophy of education with the two-level phrase "engagement and

constniction." At the classroom level, students are engaged with each other in an active way to

construct something meaningful and substantial. They work in teams to write a report, produce
software, make a presentation, prepare a videotape, etc. At the community level, students are engaged

in the real world, relating to "clients" (professionals, parents, children, patients, etc.) to construct

something of value and importance to them. The team projects might be to computerize a list of
hospital volunteers, propose a new ethics policy for the university computer center, develop a
hypermedia guide to computer virus protection, write a handbook on software aids for deaf

children, etc.
I claim that computing and communication technologies have opened up new possibilities in the

educational environment by empowering students in remarkable ways. Students can now apply their

skills to socially valuable projects, benefiting their clients while gaining meaningful knowledge plus

having satisfying experiences. This approach is quite different from many views of computing and

education that still depend on the archaic fantasies of teaching machines, computer-assisted
instruction, intelligent computer-assisted instruction, and intelligent tutoring systems. These terms

emphasize the machine and the delivery of instruction as ifknowledge could be sent by modem at 9600

baud. These systems often make the student the victim of the machine. Empirical studies show limited

or moderate benefits to these approaches and my experience is that the main beneficiaries of an
educational experience are those who create the systems. The newer view focuses on interactive

learning environments, discovery learning, and constructivism. Students seem likely to learn more

by having to create an instructional module or a hypermedia presentation than to use one. Similarly
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viewing a videotape can be instructive, but creating one compels a student to dig deeper, become more
engaged, and gain a far greater sense of accomplishment. In many educational circles, evaluation is
shifting from mind-numbing and fragmenting multiple choice questions to holistic processes and
project oriented methods. Instructors and students may be cautious about departing from familiar
patterns, but with careful first steps I believe that most courses can be gracefully and evolutionarily
restructured. The basic tools of creation are wordprocessors, paint programs, spreadsheets, database
managers, communications packages, and programming languages. Of course, some of the ideas I
propose could be done with low or no technology, but these novel powerful tools empower students
in remarkable ways. I hope that my experiences can help foster confidence, inspire some teachers,
and stimulate others to improve on my methods.

Technology to Support Learning

The concept paper for the AT&T Teaching Theater was written in 1988 by the Steering
Committee at the University of Maryland. We followed the advice from colleagues at other
universities (especially the University of Arizona) who had built electronic meeting rooms for
business-related group decision support systems, but our goal was to create a learning environment
for undergraduate and graduate education. Our plan was to support instructors in evely
not just computing, business, or engineering, and to limit use by outside companies or 3overnment
agencies. Although we have been strongly tempted to seek income from rental to outsiders, we have
largely stuck to our principles. Our vision was to create a new environment that makes ambitious use
of media, provides computers for students and instructors, and supports collaboration by networking.

The media components include VHS and UMatic tape players, audio tape, CD players, laser disc,
35mm slide projection, and overhead projector. Two large screen high resolution projectors (768 x
1024) can display the media or the student and instructor computers. There is a touchscreen control
panel for media and lighting, but its complexity is unsettling even to long-termusers such as myself.
There is a white board between the two projectors.

The computer components are 20 student and 1 instructor AT&T 386PCs with Super VGA
monitors, a mouse, and a keyboard. The computers are housed in an adjoining room for security, to
reduce noise, to minimize heat, and to reduce the clutter in the classroom. We installed the monitors
down in custom built desks to preserve sight lines and eye contact. These strategies have worked out
well and the classroom is an appealing environment for teaching, even when the computers are not
in use. Reduced desk space and limited leg room are modest disadvantages. A tiered floor elevates
the rear rows, but wheelchair access is provided to the first row of five computers The twenty
computers were intended to be shared and therefore there are 40 chairs. Careful installation of
lighting, air conditioning, carpeting, and wall treatments, plus comfortable chairshave made the
room attractive for students and visitors. After much debate we chose to use Microsoft Windows 3.1,
and many instructor requested packages (e.g. Quattro Pro, Paradox, MS Write, Visual Basic) are
mounted as needed.

The networking is provided by a Novell Local Area Network, which is connected to the campus
network. Within the classroom shared access is quite good, but there are limitations when outside the
classroom. On campus users who go to computer labs equipped with the Novell LAN and Windows
3.1 can access the machines in the Tcaching Theater, but other access is limited to file transfers.
Students and instructors were pleased when it recently became possible to access files from UNIX
workstations and by dial-up from off-campus. The desire for connectivity is strong.

A further support for collaboration is an electronic switch box that enables instructors to select
any student machine and view it, display it on either large screen projector, or show iton all 21
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computer monitors. This is a very rapid and easy to use tool that I depend on heavily. There is an
effective support staff that maintains the hardware, installs software packages, develops novel
software, and assists instructors and students. The room is monitored with a team of part-time
undergraduate and graduate students, so that instructors can call on help with the computers, media,
lighting, etc. during every class.

Scenes from the AT&T Teaching Theater

The technology is only the stage on which to produce educational experiences, and the creative
work of numerous instructors is daily yielding novel scenarios. I will report on my favorite moments
and appealing ideas from other instructors. Some days are less exciting and I may not use much of
the technology, but I have become less apologetic about these quieter days. It takes preparation to make
great and innovative things happen, but over time I have become more familiar with the room and
more spontaneous. Thc novelty and preparation are significant barriers for many instructors who have
well-developed course plans and lecture notes. Even for technology-oriented instructors, it is a
challenge to restructure their courses and adapt their teaching styles to take advantage of the AT&T
Teaching Theater.

Classroom Engagement and Construction

Instructor's blackboard: The simplest and most common scenario is for me to use the
wordprocessor on the instructor's workstation as my blackboard. In some courses, I begin each class
by putting up the course outline (in a large font) to see our progress, note when assignments are due,
and remind students about readings. Then I will switch to a text file with notes from the previous class
and we can review our discussion, refresh our memory, and give a quick overview for absentstudents.

If appropriate, I will extend the notes file with today's discussion items and at the end of the classwill

copy the file to the shared directory so that all students can review the notes. I like asking students
a question and then typing in their answers, refining the answers, organizing them and winding up
with a coherent set of notes. I might be able to prepare slides with my answers in advance and hand
them out, but the process of creating the notes communally seems to engage students in a lively
discussion. As in most classes, some students are more vocal, so I try to ask for contributions from
as many students as possible. I have also used the Paintbrush program to make sketches in class. My
early drawings were clumsy but I have gotten smoother and know better what works quickly infront
of a classroom. Even 5-15 seconds of my fumbling through the menus to find what I want is irritating
to the students and embarrassing to me. Similarly, when I'm using a new dátabase package or other
tool, I find it important to rehearse me lectures and make sure I know the commands I need.

Student presentations: I keep reminding myself to give my stalents a chance to use the room
and to see what they come up with. One strategy in my senior dmabase class was to have a pair of
students volunteer to go over the solution to each week's homework problems. They came to the front
and used the instructor's workstation to show their solutions on the large screens. This workedwell

in that the presenting students worked especially carefully on their solution set and got a chance to
show their best. Often students in the class would offer other solutions and we could switch to their
machines to see what they had come up with. I also arranged for student presentation of term projects,
sometimes including videotapes produced with the camcorder I lent them.
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Class exercises: In my user interface design course. I ask students to work in pairs to design pieces
of a user interfaces such as a menu hierarchy, a form fill-in, or a set of icons. They have gotten quite
lively in their discussions and more confident about presenting what they create. I will give them
15-30 minutes and then use the switch box to show all the versions quickly. I linger on the designs
I consider excellent, thereby reinforcing high expectations and allowing students to see how well their
colleagues can do. In the icon design exercise one of the students made a playful but disbelieving
remark about what one of the teams accomplished. I think everyone was impressed and got some fresh
ideas about what was possible. The public embarrassment for the weaker students is of concern to me.

Homework projects: Teamwork design projects accomplished over a three-week period were
also part of my user interface course. Students had to design a mockup of a video-on-demand system
that would enable home viewers to select one out of 10,000 videos. One of the students downloaded
a database of movie reviews and made it available to the others so that realistic titles, reviews, and
other information could be shown. Students worked in Visual Basic and then showed their mockups
to the class for a critiquing session that lasted almost an hour.

Group programming: One of my great thrills was teaching modular design in Pascal to first
semester students. I composed a 20 line main program that invoked three procedures. I asked students
to generate versions of the procedures and then examined what they did using the switch box. I chose
the one I liked best, made a few slight changes, and then copied it from their machine to mine. I pasted
together the components and was thrilled when it compiled and ran on the first try. While I was
enthusiastic, my students seemed to think that this was the natural way to do things.

Course reviews: We use a groupware system, Visionquest, to enable students to comment on the
course in topics such as the homework, projects, tests, lectures, textbook. and the classroom. Students
select a topi,: and type brief comments which are shown on the large screen anonymously. In 15
minutes I have gotten 168 one- or two-line comments. I find it fascinating so see my student's
comments, although it is somewhat painful to see my weaknesses clearly identified. I review the
printout and give my feedback on their comments at the next class session. This year students
vigorously complained that my first take home test was too long, although others defended its fairness
and utility as a learning experience. The next test will be shorter.

Brainstorming: My colleague in the College of Business, Professor Maryam Alavi makes heavy
use of Visionquest in her case-oriented Management Information Systems course. She might ask her
students to comment on ways for a stereotypic company to increase sales or control costs. The
suggestions can be viewed, organized, ranked, rated, and refined. She teaches in the evening and
reports that, while in other courses students are often tired and eager to leave, her students often stay
late in the Teaching Theater to add detailed comments for her case studies.

Hypercourseware: Another colleague, Professor Kent Norman of the Department of Psychol-
ogy, has invested a substantial effort to develop extensive notes for his course on Experimental
Statistics [Nor90, Nor931. He uses Plus (from Spinnaker Software) to build slides with step-by-step
demonstrations of statistical tests and sample data for students to manipulate. These are integrated
into a full course support system that manages the student roster, presents the course outline, offers
background readings and references, etc. all linked together. Hypercourseware has been used as the
platform for three coursesStatistics for the Behavioral Sciences; Cognitive Psychology: Thinking
and Problem Solving; and the Cognitive Seminar. The point of Hypercourseware is to build from an
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integrated set of stacks that represent traditional objects of classroom education: the syllabus linked
to lectures and exams, the class roll linked to biographical sketches and pictures, and the class seating
chart. In statistics the fun is group data collection, dissemination, and analysis. In thinking and
problem solving the fun is collaborative sharing of notes and ideas, brainstorming, and simulated
cognitive experiments.

Community Engagement and Construction

My orientation towards engagement and construction in the classroom seems to lead quite
naturally to engagement and construction in the wider community. While some students struggle with
this newvision of education and resist my encouragement to go offcampus, I do have enough successes
to keep me exploring refinements to these strategies. Dealing with a dozen 3-person teams is
demanding for an instructor, but I become engaged in the process and am eager to know more about
what has been happening in each team.

Sharing computing skills: My favorite story from a Computers and Society course is how a team
of students interested in computers for the elderly worked with the director of a nearby senior citizens
center. After reading the background literature the team planned a set of instructional experiences
for the seniors, exploring word processing paint programs, games, etc. The students validated their
theory about what would work and what would not and produced a report for the director of the center
about what they might take on as next steps. Another team of students worked with a local junior high
school to reorganize their computer lab and develop a plan to better support the schools educational
mission.

On campus database projects: In my database course studcnts took on more software develop-
ment projects, such as helping the journalism department keep a list of more than 800 internships
available to students nationally. Another group built a complete accounting package for the veterinary
sciences department, while a third kept track of software site licenses for the computer center. These
and other projects produced software that continues to be used. A less successful but more ambitious
project was to attempt to arrange carpools on campus. They used the address information in the
faculty-staff directory and struggled to find an effective geographic matching mechanism. The goal
was to send e-mail messages to potential car pool partners and encourage them to make connections.
The team built some interesting neighborhood finding algorithms based on zip codes, but it was not
adequate for the task. The Office of Commuter Affairs was interested in the project and maybe a future
team prc.,ect can build on this initial effort. Lae team still got an A for a thorough and thoughtful report
on their analyses. Students could demonstrate their projects to their classmates easily in the AT&T
Teaching Theater.

Off campus database projects: My students were reluctant to make contact with potential off
campus clients but several successful projects emerged. One team built a database to store information
on 23,000 donors for a major charitable organization, while another team kept track of thousands of
attendees for Montgomery County community center courses. Both continue to be used. Many
students have off campus connections through their family or part-time jobs, and where possible I steer
students to clients that I have identified through my contacts. I will be even more devoted to off campus
projects that provide community service to soup kitchens, health hotlines, clinics, and legal services
organizations. I believe undergraduates can provide meaningful assistance to these volunteer
organizations.
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Graduate Seminars: A typical approach to a graduate seminar is to read a research journal paper
each week and have one or two students start the discussion by critiquing the paper. In my experience,
students will often make harsh and sometimes unfair criticisms of the paper so as to demonstratc their
cleverness or insight. Using the principles of engagement and construction as a guide, I now require
my graduate students to compose a letter to the authors and send it to them by electronic mail. This
requirement has made discussions much more thoughtful and evoked many more positive stltements
about each paper. My students' comments have been well-received and yielded appreciative
comments. In one case, a student was acknowledged in a subsequent paper by the author.

Empirical studies research projects: One of my great pleasures is to have undergraduates work
on empirical studies research projects and then publish papers with them as co-authors. I would say
that or 3 in ten such project yields publishable results and then there is often much additional work
to make a professionally polished paper. I believe that this expectation is realistic in many areas if
the instructor is willing to work with students and closely monitor their efforts. In my course on Human
Factors in Computer and Information Systems I have seven milestones with deliverables before the
complete project is submitted: proposal, initial materials, bibliography, pilot test results, initial
statistical analyses, raw data reports, and first draft of the introduction.

The students take great pride in their accomplishments and learn a lot by hearing about other
projects and being pilot test subjects for their colleagues. End-of-semester presentations are also an
important experience for both the presenters and the listeners.

Conclusion

These examples arc an informal report about my initial experiences with a new teaching
philosophy and a new technology. Maybe the lessons are separable but there seemed to be a synergy
between my emerging principles and the technology. There are still many problems for which I seek
better solutions such as how to grade students in teams, how to bring these principles to larger courses,
and how to ensure fulfillment of traditional course requirements.

Next semester I will teach a new graduate seminar on Virtual Reality, Telepresence and Beyond,
but this will be by satellite television and it will be outside the AT&T Teaching Theater. However,
the lessons I have learned are guiding me to using electronic mail, team projects, and high
expectations for my students to contribute in a meaningful way to the current research.

Not all teachers have facilities such as the AT&T Teaching Theater or satellite television, but
access to computing and networking is quite broad and improving. Administrators should be
encouraged to support development of these facilities. Education by engagement and construction
applies not just to computer science courses but to every discipline and at every age, from elementary
school to continuing education (Figure 1). The Final Report of the Study Group on the Conditions
of Excellence in American Higher Education, National Institute of Education wrote that "Active
modes of teaching require that students be inquirerscreators, as well as receivers of knowledge."
That report also stressed projects, internships, discussion groups, collaborations, simulations, and
presentations (Figure 2). Similarly, the Principles for 0 A Practice in Undergraduate Education
presented by the American Association for Higher Education (Figure 3) pushed for cooperation
among students and active learning projects.
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Students want to engage with people to:

Create Communicate Plan Help Initiate
Explore Build Discover Participate Collaborate

Students will be engaged by constructing products:

Writing (poems, plays, essays, novels, newspapers, diaries)
Drawing (pictures, logos, portraits, maps, birthday cards)
Composing (music, songs, operas, hypermedias, videos)
Designing (buildings, furniture, games, animations, family trees)
Planning (class trips, charity events, vacations, parties, elections)

Teachers should promote:

Engaging in the world (lobby a Senator, raise environmental awareness, call City
Hall to report a problem)
Helping where needed (teach computing to the elderly, improve recycling, increase
awareness of drug abuse or AIDS)
Caring for others (raise funds for the homeless, improve medical care)
Communicating ideas (write to a newspaper editor, make a class speech, produce
a cable TV show)
Organizing events (prepare a bake sale or lecture series)

Vultimedia technologies can empower students:

Enable students to create multimedia reports
Encourage media-supported class presentations
Develop communication through electronic mail
Provide experience in searching databases
Explore information networks and bulletin board systems
Promote use of word processing, drawing, spreadsheets, .
Project orientation enhances engagement
Help an elementary school to improve computer use
Teach elderly users word processing
Find or develop aids for a handicapped person
Revise university policy on information protection and privacy
Improve university administration, registration, .. .
Evaluate and suggest improvement to bank machines, library systems, public
access terminals, voicemail,
Write guide for parents about kids' software
Review workplace practices for computer users

Figure 1. Strategies for increasing Engagement and Construction
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(1) Student Involvement
involving students in faculty research projects
encouraging internships
organizing small discussion groups
requiring in-class presentations and debates
developing simulations
creating opportunities for individual learning projects

(2) High Expectations
(3) Assessment and Feedback

Figure 2. Conditions for Excellence in Undergraduate Education

Involvement in Learning: Realizing the Potential of American Higher Education
Final Report of the Study Group on the Conditions of Excellence

in America Higher Education LNIE84]

Encourage Student-Faculty Contact
Encourage Cooperation Among Students
Encourage Active Learning
Give Prompt Feedback
Emphasize Time on Task
Communicate High Expectations
Respect Diverse Talents and Ways of Learning

Figure 3. Principles for Good Practice in Undergraduate Education [AAH87]
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This paper explores two key issues for computer-mediated learning environments; learner
collaboration and learner independence and their relationship to the notion of public and private
spaces within electronic learning environments. The significance in computer-mediated learning
environments of human-human interaction and collaboration is being increasingly recognised, but
there is a potential tension with well-established educational principles of self-direction and
independence for adult learners. These themes are developed by considering work of the JITOL
project: a project that is looking at the development of computer-mediated learning environments
to support geographically dispersed groups of learners in their professional development. For the
first user trials in the project, a communal hypermedia database system is under development.
This system offers users the facility to operate in both communal, publicly accessible spaces and
within private, individual spaces. The paper discusses how computer-mediated systems may
support the professional development of adults by providing environments which allows individual
needs and purposes to be met and experience and understanding to be shared.

How can we best support adult learners in their professional development?

This paper is concerned with the professional development of very specific groups of adult
learners. We have gained experience of supporting one specific group of professionals through an
advanced level programme of study at Lancaster University (MSc Information Technology &
Learning). From this experience we are committed to a view that individual, adult learners need to
be able to assume control (or certainly degrees of control) over their learning activities. This can
be in terms of not only defining learning goals and tasks but also in terms of the timing of the
activity and the location (Goodyear & Steeples, 1992).

Learner control and independence are key aspects in making learning meaningful for adult
learners. Another aspect is thc rich resource of each learner's unique experiences and differing
contexts. If we are to draw upon the strength and potential of individual experiences, there is an
argument for a blending of learning and ongoing activities. This allows context and experience to
be utilised in a way that is meaningful to that individual's professional development.

Supporting professional development from a perspective of individual learner empowerment
may suggest potential conflict with a perspective that promotes collaboration and sharing in
learning amongst professionals within a specific field of interest. Yet these two themes are central
to the environment that the JITOL project is seeking to develop.

The next section in this paper begins an exploration of the notion of collaborative learning. I
then go on to outline the JITOL environment before a consideration of how technological tools
may facilitate learning through collaboration amongst dispersed professionals.
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What motivates learners to collaborate?

Collaboration in learning activities has been described as offering a number of benefits
(Harasim, 1990, Brown & Palincsar, 1989, Scardamalia, 1992, O'Malley & Scanlon, 1989). We
are keen to explom these benefits more deeply in respect of distributed professionals. Briefly, the
salient points are identified are as follows:

1) Most importantly, collaboration supports and encourages the sharing of individual expertise
and experience.

2) Articulation of an individual viewpoint and the responding comments from others with
differing perspectives can lead ti; refinement and deeper understanding, or hii,!ler level concept
attainment. ArCculation is also seen as a process that promotes the development of meta-
cognitive skills such as concept refinement and revision.

3) Collaboration promotes the active construction of knowledge and engagement in the
learning process.

4) Collaborative activity can lead to a sense of involvement and identification with a group
and its product(s); this supports the human/sociological need to operate and interact with others.

5) Collaborative learning focuses on learners as active participants.
6) The articulation and refinement process can lead to a generalisation of the underlying

principles which enables transfer to other contexts and broader application of the knowledge.

These benefits presuppose a view that knowledge should not be regarded as a private
commodity. In fact I would emphasise that for the specific professional groups we are supporting
in JITOL, the knowledge is inextricably bound between the professionals themselves and the
practices they perform as part of their work. There is a constructive interplay between the
knowledge, the professional (and amongst the professionals) and the practice. Sharing of
contextualised experiences allows a natural way for these elements to be brought in:3 play.

Collaborative learning has been closely associated with, and draws support from the research
of Vygotsky upon the notion of a zone of proximal development (ZPD) (see Brown & Palincsar,
1989). There is a close association between research in ZPD and theories of constructive learning,
cognitive apprenticeship, expert scaffolding and lanerly situated learning in communities of
practice (Lave & Wenger, 1991). The common thread to the discussions is to suggest that
learning can be supported but remain under learner-direction by providing an environment (ie
supports or scaffolds) that encourages the learner to extend and develop from their present position
(their present understanding) to one of new knowledge and new understanding. The relevance to
this discussion here on computer-mediated learning environments is that the scaffolds, the other
participants and the thinking processes they display in a community, become accessible through
the technological tools that such an environment can provide.

It is important to be clear in our definition of collaborative activity. Rather than groups
formed to address a common task, JITOL learners may be exploring an area of common interest
but for each, from an individual perspective and need. The environment provides a framework for
participation but one that is learner-controlled. The primary focus then, is not to achieve a group
objective, but to satisfy individual goals, calling as the need arises upon the collective effort and
support of others.

The JITOL environment

In the JITOL project we are attempting to provide, through a technological base, a rich and
supportive environment for human-human interaction. JITOL (or "Just in Time Open Learning) is
a large. European project involving partners from large multinational companies, courseware
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production companies and educational institutions. The project began in January 1992 and will
run for 3 years.

The JITOL environment is a mixing of electronic communications with domain-specific
online information resources to support professionals in their work. The conception of a JITOL
environment includes these professionals subscribing to a JITOL service tailored to their specific
needs which provides the resources (both human and material) for them to access, at a time and in
ways appropriate to their specific needs (the "just in time" part of JITOL ). Access to JITOL is
envisaged as a continuing activity, involving the setting of goals and interaction with other
professionals within a practitioner community, particularly tutors or mentors and the exploitation
of JITOL resources.

A description of JITOL learners

JITOL learners are drawn from three distinct areas:

1. Advanced learning technology professionals, (ALTP). This group is broadly spread, based
within the training units of large national and multinational companies, in the public sector (such
as the Health Service), in courseware production companies or in education both at tertiary and
school level. Their unifying interest is in the design, production and use of IT-based learning
materials (technology-based training). This paper particularly draws upon experiences in
supporting the ALTP domain.

2. Doctors concerned with diabetics self-help therapy, (DSHT). These medical doctors are
dispersed across Europe but share a common interest in advancing patient education- in the
proactive involvement of patients in their own treatment and control of their diabetes.

3. CS or Corporate Staff. This group is made up of staff in a large financial insiitution
(IFCAM, Credit Agricole, France) and engineers working for a high-tech multinational concern
(Digital Europe).

Whilst the 3 areas or domains are widely different, and this gives us a broad range of
opportunities to test and evaluate JITOL services, the common thread is support to distributed
adults through the use of electronically-mediated communications.

The JITOL learners accord with research on the characteristics of adult learners (Brookfield,
1986, Cross, 1984). JITOL learners are highly professional, individual, adult learners, with
assumptions about what they expect to gain from participation in learning activities. They are
able and want to assume higher levels of control and responsibility over their learning activity and
perceive themselves as self-directing adults.

In the ALTP domain particularly, the learners have experiences of learning in practical
situations: they have unique models and assumptions of how learning takes place. Many work in
relative isolation (ie. from other learning materials designers) and have, by the nature of their
working practices, continually to assume control and direction. Knowledge and expertise in this
domain is new and non-formalised. Much of the knowledge resides within the individuals in this
community, tied to their experiences, perspectives and differing situational contexts. Learning
activities need to be tailored to fit into this mix of knowledge and practice if they are to be as rich
and meaningful as possible.
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In the domain concerned with diabetes therapy (DSHT) there is no "set", prescribed course of
study. The doctors represent a group of like-minded, but geographically distributed, individuals- a
practitioner community. Within this community, there are individual learning goals which each
participant can identify and define through support from their colleagues. They are entirely self-
directed and responsible for identifying their own needs but can appreciate and draw strength from
the mutuality. They share and exchange ideas and individual expertise for the common good.

Support of learner/peer and learner/tutot r?lationships through computer
mediated communication

We are using asynchronous computer-mediated communications in the JITOL project.
Computer mediated collaboration in this medium can be assessed along several dimensions. The
first dimension to stress is temporal. Collaboration operated in an asynchronous mode supports
self-pacing, reflection and idea formulation befort., response. This may well enhance the quality of
the discussion; the purposeful construction of a response. Collaborative ;earning requires
articulation to others which can aid the development and refinement of understanding. Learning
may typically also involve an initial, internal, articulation or rehearsal of an idea or point of view.
The process of rehearsal, articulation and refinement may become multi-layered through the
electronic medium.

An environment that is electronically mediated allows establishment and maintenance of
relationships over time (as well as space. see below) and weakens the restraints of time that may
be imposed on other forms of group activity.

A second dimension is geographic because learners are no longer constrained by location
limitations. Collaboration with peers and groups with a common interest can take place at a
location to suit each individual, irrespective of distance. More positively, each participant is
allowed direct access to the central focus of the work, task, or discussion irrespective of distance.
Since access to the JITOL system will be the primary activity for our learners, it is important that
this does not exacerbate feelings of isolation and remoteness, so often associated with distance
study. The formation of groups to actively participate in collaborative learning activities can
diminish isolation.

Another dimension to consider relates to human-sociological factors. Evidence exists to
uphold that electronically mediated communications can diminish social barriers to group
communication such as that of individual status. Dubrovsky, Kies ler & Sethner (1991) talk of the
"equalization phenomenon" that computer mediated communications can offer in this respect.
Electronic messages are stripped of visual and non-verbal cues, enabling the reader to concentrate
upon the cognitive content, it has been argued. The learner may draw upon the support and
guidance of more expert participants with less concern to their own individual status as perceived
by others in the community.

It may also be argued that the proximity to more "knowledgeable" others that is offered
through this type of electronic environment may be beneficial. A new learner may access the
discussions of others. Scardarnalia & Bereiter (1992) talk of "purposeful browsing".

Hypermedia Environments to Support Learning

The JITOL project is developing a communal hypermedia database system that will develop in
response to learner activity and learner needs. I concentrate here upon the concept of organic
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growth to suggest the idea of hypermedia environments that can grow in a creative, responsive way
thereby mirroring the growth and evolution of human intellect.

A strong assertion made about hypermedia environments is that they parallel human
(cognitive) methods of organising information. Nelson and Palumbo (1992) discuss this
equivalence, but pin-point various drawbacks or limitations of present hypermedia systems in
contrast to the highly refined and multi-faceted sophistication of human memory - particularly its
ability to make adaptive associations and convey relational information in the association.
However Nelson and Palumbo do assert that a sub-strand of hypermedia environments, which they
refer to as "knowledge construction environments", with tools to support user annotation and
adaptive linking, allow the user to construct a dialogue with the system. By doing so the user is
allowed self-direction, to make the connections he/she wants to make, in a powerful environment
for supportive, constructive learning. Moreover the user is supported in adding his/her perspective
to the knowledge-base. This is important to allow the natural and evolving re-orientation of the
information to the actual, individual and current needs of the learner.

One example of a collaborative hypermedia environment that supports and encourages learner
annotation is the Canadian system, CSILE (Scardamalia, 1989, Scardamalia & Bereiter, 1992).
CSILE focuses on the collaborative development of a communal "knowledge space" . CSILE is a
networked system allowing simultaneous access to a communal database of textual and graphical
notes produced by children. Tools exist to allow the children to search through and comment upon
each other's contributions.

CSILE has been a source of inspiration for development work in the JITOL project, not least
because CSILE encourages the development of active learning processes whilst drawing upon the
knowledge and expertise of individuals within the group.

How JITOL's hypermedia environment will support self-direction and
collaboration

A Communal hypermedia database system

In the JITOL project we are aiming to produce a communal hypermedia environment that
marries together tools and features of computer-mediated communications (email, computer
conferencing etc.) with a hypermedia database. This facility is designed to support users in their
access and exploitation of the JITOL resources (Albertsen, 1992). Additionally, we see the need to
develop a system that facilitates both public, communal areas and private, individual areas as
critical. This is to enable both individual reflection and collaborative exchange amongst the
participants and includes facilities to annotate and make personal/ private associations between
information in the database.

Briefly, the system consists of two parts that build upon an object-oriented database
management system: a Link Management module (LM) and a Note Editor (NE). The LM module
is a library for establishing and making use of links between objects of any class. T1 ; can be
accessed from any JITOL application (word-processor, graphics package for example).

The Note Editor is a simple tool for managing notes (contributions of thouglit:., ideas,
discussions) and calls upon the LM to create links and associations between the no'es and any
other object class. The NE also contains tools and facilities for using links and inde, es to search
the objects in the database. Note format is deliberately simple, to ease and encourage use and
participation in collaborative discussion. Notes may contain both textual and non-textual
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information. These functionalities blend well with our concerns to promote rapid-fire exchange of
ideas in initial collaborative activity and goal definition activities.

The Note Editor facility has much of the functionality of a conferencing system; communal
access to the information or notes, organised around a common area of interest. Notes may be
collected into Note Sets around a topic or theme in the same way that conferences are organised.
However there are essential additional features in this development that currently are not intrinsic
to conferencing tools. These include sophisticated searching facilities and indexing and storage
mechanisms to cope with an increasingly complex, permanent store of user contributions.

The JITOL communal hypermedia knowledge base allows the efforts of a group discussion
around a topic or resource (including both online and offline resources) to be recorded and remain as
a note set for each participant. Subsequently, other JITOL learners with similar concerns, may
gain access to the information; to refme and reflect upon it for their own purposes.

Another key aspect of the JITOL environment will be to support both public and private
"spaces". Private spaces may be restricted to one user or to a specific group. These private spaces
are created by making specific associations between the notes. The note remains for public access
it is the unique collecting together (through association) that becomes individual. It is also
possible to restructure these associations, make new associations and sets as the learner's
knowledge changes. This facility allows a natural organisation, mirroring human (cognitive) ways
of organising information. The environment is both organic and adaptive for each learner,
enabling a progression from a supportive, to an increasingly complex and independent, structuring.
There is provision too for learners to explore ideas before articulating to others.

Creation of private group areas in the hypermedia environment could be compared to the coffee
bar discussions that take place between learners in traditional learning environments- separate from
tutors, supporting peer discussion and debate to tease out the issues and problems. Whilst these
may be created as part of a group process, it is possible for each learner then to impose their own
order and arrangement upon the items, to delete (from their space) items they do not wish to
include and to make connections (associations) to other notes, or note sets, in the database.

The developing hypermedia database aims to support and enrich exchanges. By being able to
store, structure, search and reuse these discussions, we enable the learners to take even greater
control of their learning and for the resources to develop in ways that suit the users' needs. Our
experience has shown for example that there are similar questions that learners frequently ask
within the ALTP community. By searching a structured store of previous discussions, we can
allow the learners to examine other perspectives and create an organic environment that represents
actual learner's situations, understanding and concerns.

How future JITOL developments and action will be assessed

First large-scale user trials began in October 1992. The user trials are seen as a vital
component of the whole JITOL project- a positive force to promoting the project as an iterative,
user requirements elicitation exercise. Early studies in the project work on user requirements have
revealed uncertainty and hazy pictures of what the JITOL model could offer, and what it isrealistic

to expect tam such services. Experience with these technologies will enable the JITOL users to
more precisely articulate their requirements, enabling further needs elicitation and feeding into
future developmental work.
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Running parallel to the large scale trials will be a number of focussed, small scale trials to
test discrete components of the anticipated JITOL system functionality. (Goodyear, in press).
These particularly concern developmental work on the communal hypermedia database described
above and conducted within the ALT community of professionals.

Summary

My purpose here has been to look at some critical issues in the development of an
environment appropriate for a specific class of learner. In particular I have been concerned that, on
the one hand, research of adult learners reveals a strong need for individual learning activities,
coupled with a need to be in control of their own learning. But, on the other hand, because of the
knowledge and experience of each individual participant, the most powerful resources are these
professionals themselves. The major share of the knowledge for their area of expertise resides in
their own heads and tied to their practices. Learner collaboration not only emphasises a positive,
constructive approach to learning but it also allows the knowledge and skills of the participants to
be shared with their peers and with others who have similar interests and concerns. This process is
further enriched because these collaborating professionals may well bring a whole pattern of
experiences and different contextual concerns to the discussion.

Technological support imposes a new and dynamic dimension upon the collaborative learning
process. Hypermedia learning environments can offer users the facilities to annotate and make
unique associations; to add their own commentarier on resources and discussions that persist as the
transcripts of real needs; a natural and evolving re-orientation of the learning materials in answer to
specific needs (Goodyear & Steeples, 1992).

Hypermedia learning environments also allow the formation of communities of practice that
are unhindered by time, location or status constraints. The learner can seek advice and support
from fellow participants,whether learner, tutor or mentor, and increasingly move to more complex
and engaged roles within the community. The barriers of traditional roles are diminished and
individual expertise becomes available, to be shared in the community.

The JITOL project is concerned with how computers can be used to support a geographically
dispersed group of learners in their professional development. It is concerned with pedagogical
approaches that support learning that is both learner-centred and collaborative. These approaches
need not be mutually exclusive. My discussion here has aimed to open this debate - developments
and subsequent testing will reveal how supportive and appropriate the JITOL environment can be
to these specific learners.
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Towards a New Grammar of Multimedia

MATTHEW STRATFOLD AND DIANA LAURILLARD.
Institute of Educational Techrwlogy

The Open University, Milton Keynes, MK7 6AA, UK

The grammar and use of film and television have evolved over a number of years. Now
though there is possibility for a change of direction. The newly evolved power and lower cost of
personal computers have made it possible for these machines to handle 'photo quality' images,
video and audio. The computer enhances audio-visual media by offering ways of integrating
several media and presentation formats, making use of the computer's fast processing capacity,
large storage capability and random access features, to add value to the traditional media.
Multimedia has been born from technology, but for it to grow and progress within education, we
need a research and development effort that will explore how effective use can be made of these
new possibilities.

Video in multimedia has some very different capabilities than when used in broadcast or on
taPe.

There is some debate as to whether interactive video warmits description as a new medium -
requiring a grammar of its own, or whether it is a simple bringing together of existing media that
will still keep their own vnique identity and grammar. Hannarm suggests:

"...it seems 4nlikely that interactive video differs from allied technology from
either learning or cognitive perspectives (interactive video is) more of
an extension of the parent technologies (computers and video) than the
revolutionary innovation..."
Hannarm (1985)

Hanson goes further than this:
"while each medium's symbols systems and conventions of production are
still relevant they may have to be adjusted in new ways to accommodate the
presence in the same program of the other medium's very different symbols
and conventions."
Hanson (1990).

DeBloois takes the idea further and argues that interactive video
"...is not merely a merging of video and computer mediums; it is an entirely
new medium with characteristics quite unlike each of its composites."
DeBloois (1982)

Now that it is technically feasible to integrate video fully in to the other media in multimedia
this question needs re-examining. It is important that the use of multimedia video is investigated
to see which aspects of traditional video / film grammar are still appreciated, which need changing,
and what might be appropriate now.

Many of the IV developments using laserdisc technology tended to use video in the form of
trigger video clips of several minutes, introducing interactive work controlled by a computer
screen. This format put the learner into alternating states of reception and action. For many
applications this was appropriate, and the full screen high quality video was acceptable. The
quality of the video image on the early compact disc technologies, on the other hand, is
unacceptable for several minutes of detailed viewing. This fact alone makes it less likely that
multimedia programs will retain the style of IV. Moreover, the interest in greater learner control
means that the narrative style of traditional video that has been scarcely undermined by IV will
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now be challenged again by CD, as learner control necessarily vitiates narrative structure. This
paper considers the implications of the multimedia platform for the design of video, from the
point of view of learner perception and learner control.

Video and Multimedia video - what are the differences?

If video is to be used in multimedia then what are the considerations involved in producing
effective material? The considerations roughly fall into areas described in the following words:
grammar, structure, interactivity, active.

The construction of video is omplex - at one level production is a very intuitive process for
the professional video maker, being more of an artistic than a technical process, but when
examined closely the final make-up of the video is based around a common language of video
which has evolved through time and is firmly linked to the physical restrictions of video's
medium. To assess the way in which video in multimedia may be used differently one must
address these restrictions that govern the language of video, and see in what way they have been
altered in the new medium and in turn how they alter the grammar of the video and its use.

Traditionally video has always been edited for continuity, indeed 'continuity tditing' is the
term used in the industry to describe the way almost all video and television which we see is
edited. Multimedia offers the opportunity to make a radical departure from this type of production.
It would be possible to produce large sections of video which retain continuity editing in a
multimedia environment, but to do so would not be taking advantage of the benefits which
multimedia offers.

Many of the differences between the media are fairly obvious, others are less obvious and their
effects can be less obvious still. Multimedia designers will need to develop the grammatical rules
of their new medium, just as the early film and television-makers did. Eventually there may be
the equivalent of the current 'bible' of the television producer 'The Grammar of Television
Production' (Davis 1969). The aim of this paper is to highlight some of the issues which would
need to be taken into account in such enterprise.

An investigation.

An investigation was undertaken to examine the use and role of video grammar in multimedia.
The study explores some of the issues involved with transfering an original video programme to a
multimedia environment, in doing so uncovers points for consideration for producers developing
video destined for a multimedia platform.

The study also aims to determine the comparative values of
(i) making the structure of the material as explicit as possible;
(ii) making available orientation tools designed to assist the learner in determining their

learning strategy;
(iii) adding the audio channel as a way of improving the learner's efficiency in interpreting

explanations of the visuals.
The study involves the creation of two multimedia programmes using footage taken from a

successful linear educational video. The. first retains the structure of the existing video, giving the
user only enough control to move backwards and forwards in a set of hypercard stacks with video
windows, and the script of the video paraphrased in text. This version contains all the original
video material in a basic multimedia format, but does not offer any complicated browsing tools,
though does allow the students to work at their own pace and level.

The second also keeps the overall structure of the linear video but makes this structure more
explicit, allowing the learner to locate and go directly to a section. This program also provides
other orientation tools such as 'percentage complete meter', 'marking of read sections' and an
'audio summary card' option.

Care was taken to choose a video that dealt with concepts and visualisation, conveying this
sort of idea being one of video's strengths.
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Television (and film, which I take to be equivalent for this discussion) is
peculiarly able to convey a way of experiencing the world, because it provides
a vicarious experience through dynamic sound and vision... ...For the
academic who wants to convey a complex theoretical idea, television can offer
a way of supplanting the process the student has to undertake in coming to an
understanding of the meaning.
Laurillard(1993)

The chosen video was an Open University introduction to science. The programme aims to
foster scientific thinking in the use of models and to encourage the viewer to look at a system
from a different frame of reference. The programme uses Foucalt's pendulum, the phases of the
moon and retrograde planetary movement as examples. All three systems are not particularly
complicated to understand, but do require that the student visualises the system in order to fully
understand how it works. The subject area of the video was also chosen in order to tie into the
students current science topic.

The project was carried out in a local school. The students were y ear eleven students
preparing for their final exams (15 / 16 year olds). Pairs of students worked through the two
multimedia versions. Students were also shown the original linear video version of the material.
Spoken pre tests, post tests and interviews were administered and observation carried out on
students who worked with multimedia versions. A written questionnaire covering the same
questions was given to the students who worked with the video tape version. Ten pairs of
students worked with the multimedia versions. Twenty six students watched the linear video
version. Some students who had completed the multimedia versions also watched the video
version.

Data from all three versions was gathered and analysed to determine learning gains and study
techniques.

Points raised during the construction of windowed modular
multimedia video.

Consnucting multimedia video from linear video was a valuable part of the study, the process
revealed a number of key points of difference between the two formats. These are listed below as
considerations for a new grammar of multimedia video. The possibilities for grammar in
multimedia are almost endless, an examination of what parts of grammar can be carried from the
old mediums to the new must be part of a first step.

A person in a video window is too small to talk.

A talking head on video normally requires the full attention of the viewer. Existing television
conventions normally require the shot length to be appropriate to what is in shot. If the subject is
not talking about something that is in shot you wouldn't expect to see their full height, instead
you would perhaps expect to see just the head and shoulders. If there was anything more in shot
the viewer would be trying to assimilate 'why' it is there. "The ideal length of a shot is one that
will just contain the essential action."Davis (1969). Similar consideration should be given to
video in multimedia. Thought must be given to what else is on screen with the person in the
video window, perhaps balanced against the importance of what they are saying. If what is being
said is important to the program then why not use full screen, rather than a window. A video
window not containing a talking person does seem to work better, and in fact may be very useful
if the surrounding screen has information which is relevant, giving context or a useful contrast.

5 2
490



Text must match the video.

A user will normally read text on screen in preference to watching a video segment if both are
provided at the same time. Observation shows that if both text and video (which is playing) are
presented simultaneously the user believes, quite correctly, that the text relates to the video, and
assumes that the text may be important to understanding the video and so tries to read the text first
- at the cost of missing video detail. Could this indicate that the viewer believes that what is
written in text is of more importance than content of the video?

Alternatives to video links between sections.

The links between sections in a video are important: it is because of these links that an
argument is created and not a sequence of unrelated points. If short video sequences are to be used
in multimedia, and it is not certain to which section the user will go to next, or when they will
arrive, then these types of links cannot be used in the same way. It is the user who specifies their
own links, since they choose when and where they are going next, based on what they have
already seen. If users are to interpret the argument correctly, and make the links and decisions
which the educator feels are necessary, then it may help the user to have the contents of each new
node summarised as he gets it. This is done in the experimental multimedia, as the user moves
from card to card, and between sections, an audible summary of the new card or section is given.
In this way, even if the user flicks through the cards fairly quickly be has heard a spoken argument
of his path. Thus, if the user moves between argument points, sections or cards, and the contents
of the new card are made clear as soon as they arrive, then the user will be able to understand the
link between the new point and the previous one while the previous information is still being
considered. Users can then approach the new information with some knowledge of where they are
going.

Users have greater awareness of the video's construction.

Video and especially television can be used to portray events as if they are 'real' even if they
are not. Television producers make a great effort not to present anything which might draw
attention to the fact that the viewer is watching an artificial construction. Of course all viewers
can distinguish the difference between real life and television, but viewers are happy to allow
themselves to enter the illusion of 'reality' while they watch. This is part of the attraction of
television and anything that disrupts this illusion is unwelcome and can end up with users
thinking about the production of what they are watching (Eg 'how did they get that shot?') rather
than the contents. The users of video in multimedia are much more aware that what they see is a
constmction. They have control over the pace and sequence of the video. The video is split into
sections and may be found in small windows rather than occupying the full screen. These factors
will heighten awareness that it is a construction and will not allow the viewer to suspend
disbelief. In the construction of the experimental multimedia in the present study, for example,
the presenter says "we are going to attempt to reconstruct the experiment" the word 'attempt' has a
sense of immediacy in the linear video, as the viewer is tempted to believe that the experiment
might not work, and that it is being carried out in real time. This effect is lost to an extent in the
multimedia as the viewer no longer feels that the experiment might fail. This may be a problem
for motivational type video sequences, sequences that you are meant to associate with, or drama
sequences, though this needs more investigation.

Who is the 'author'?

In the experimental multimedia program, the presenter at one point says 'we have built a
model in the studio ' this tends to jar when put in a multimedia context. There may be a
number of reasons for this. It is possible that it seems wrong because the presenter in a linear
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video has some authority, being the authorial voice. On the other hand, in the multimedia version
the presenter has no control over our viewing or usage of the material, and anyway he is
encapsulated within or is acting is an adjunct to another author's text. It may be that for
multimedia use any person speaking within a video clip must have their authority established by
some associated text or audio whenever that clip appears. Further instances of this type are being
investigated in the current study.

The size of a sound does not change with the size of a video window.

Sound from multimedia video which is played in a window seems out of place. During
construction of the experimental multimedia it was clear that the sound accompanying the video
did not function as well in a window as it did in the original video. A full screen head and
shoulders shot of a person on a normal television set would make their physical image size the
size you would expect them to look, taking account of perspective, if they were sitting around
three feet away from you. The voice is recorded to sound natural at this distance. A similar head
and shoulder shot in a video window would position you perceptually much further from the
person. At this distance it would be harder for them to talk to you comfortably. The speech
sounds less natural in this situation since they are at a distance but their voice sounds close.
Again this needs further research.

Similarly one shot from the original video had background sound effects of bird song. The
sequence showed a pendulum that was swinging oddly. It is apparent that the image and the sound
do not match. This worked in the original video as a cue, or even a little joke, for the next part of
the sequence which was of the same pendulum, but from a different frame of reference. The new
shot revealed the reason the pendulum's peculiar motion, and for the bird se-ig - it showed the
camera man from the previous shot filming the pendulum standing on a rotating chiidrens'
roundabout in the park, the pendulum suspended above the rotating roundabout.

To have left the bird song sound effect on the first shot in the multimedia version would have
been distracting. The video in the multimedia version pauses between the first shot and the second
shot where the reason for the peculiar motion is revealed. At this point the learner is asked the
rhetorical question "Why does the pendulum swing strangely?". The student in answering this
question is likely to consider the bird song as somehow relevant, but it is not any part of the
solution. In this way what had been a background sound became too prominent.

Care must be taken when using questions to guide discovery.

It is normal practice in a video to raise topics or questions that the viewer has not yet
understood. The viewer is normally quite happy with the video going on to explain what has just
been said. When the progression of multimedia is under the control of the user, it is then the
user's responsibility to go on to fmd what to do next. If users can not understand the argument
fully at their present position then they will be unsure of their next step. For this reason, as in
computer based learning, a default option should always be available.

Viewers of traditional video do not have this problem of course, since they have no option
about direction or pacing of the video.

New options for screen format.

Many multimedia applications to date have used video windows rather than full screen video.
There is an on going debate for which is more appropriate. Users of analogue video from
videodisk have until recently been limited to using full screen, because to insert a video window
into a computer screen really requires that the analogue signal be digitised. Users of digital
desktop video had, until recently, been limited to video windows due mainly to the processing
times of fetching and processing the digital data. Now though multimedia producers have the
option of which to use.
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A video window in multimedia need not maintain the aspect ratio of existing television or
computer monitors. Tall thin windows or circular windows are possible, in fact even irregular
shapes such as a window shaped as a question-mark arc possible. The question the producers must
ask is 'is it appropriate?'. Davis when talking about shot angle for television suggests:

Avoid shots that are wider than they need to be to contain the action and,
even more rigourously, avoid shots that are too close to contain the action.
Davis(1969)

There arc few cameras at the moment that will rword in other ratios, so any changes must be
planned carefully so as to confine the action to the area to be used. It is possible to clip unwanted
areas from the image during editing.

A further consideration in using video windows is what to do with the rest of the screen. If
the rest of the screen is unrelated to the video, maybe just the computers' desk top GUI, or
remotely related program text, then this backdrop can't really be said to add anything to the
cutrently playing video. What the backdrop may well do is put the video in context. A graphic in
the background can indicate something about the current video, and could be changed during the
video, to signify changes of emphasis in the video. Keeping the current tutorial text as a
background may help anchor the video's place in the course in the student's mind, telling them
that this video belongs with this section.

Full frame video on the other hand takes up the whole computer screen, demanding more of
the Qtudent's immediate attention. Students may expect full screen video to be more like
television and fel more inclined to let it play uninterrupted. An overlaid graphical control panel
may help. Perhaps talking heads in full screen video will sound more credible and authoritative.
The deciding factor in making decisions like these will be the type of program and its aims. It is
likely that consensus of using different formats will develop and grammars will evolve out of use.

Perhaps the most importmt rule in video grammar is that there must be a reason for what ever
you do . Any action with out motivation will mislead the viewer. It is probably fair to say that
this applies for multimedia production too.

Any change of picture tends to attract the attention of the audience away from
the subject matter and towards the technique, therefore never change it unless
the next picture says something different, that has to be said, something that
emphasizes a point or adds to comprehension of the audience. Never change a
picture for the sake of change; it is a mere distraction.
Davis(1969)

Again more research is still needed to examine these issues.

Working towards a new grammar will improve educational effectiveness.

Analysis of pre and post tests to determine learning gains for both versions of multimedia and
the original tape based video did not reveal any difference in gain. Students were aware of the
freedom which having material in a multimedia setting gave them, and some took more advantage
of this than others. The problems which stopped students lemming better than they did were not
on that were related to the particular media, but rather to the design of the subject material.

Students were limited by misconceptions which they did not want to part with, lack of
specific goals, and shortage of motivation. Giving students the ability to control the pace of their
work, or even a full set of multimedia tools and instant access to all parts of the text did not
necessarily enable the students to gain any more than they could have from the tape based version.
The multimedia versions in fact had not added anything more than the tape based version already
had. This was part of the deliberate design aim for the programs. All the multimedia versions had
added were new ways to access the material. The multimedia version was free from the restrictions
of video's grammar, but had not taken advantage of the added possibilities of open to this new
medium. Packaging the material in a more accessible way, or changing the medium will not
necessarily improve its effectiveness. A follow-up part to this study is being worked on, a new
multimedia version will have the same learning goals in the same subject area, but this time the
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design and structure of the material itself will be the focus. Rather than sticking with basically
the old grammar and structure it will address common misconceptions, be goal oriented and offer
intrinsic feedback.

Concluding Points.

Once educators decide to use video for a project for what ever reason, they will have to cover
their argument from beginning to end using just video. Since all that has to be said in the video
is part of the video, they are obliged to use the grammar of video throughout the production, even
though at some points a continuously running linear medium might not be the most appropriate.
The grammar of video is complex and there is a way of signifying all necessary actions (for
example this section is drawing to a close, and a new one is about to begin). By using video in
multimedia it should be possible to try to distinguish which elements of an argument are best
carried or portrayed using video, and which are better taken away from video and given to other
parts of the program. This type of analysis will be necessary if people are to eventually accept
multimedia as a new medium with its own grammar and not simply a mixture of existing media.
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Currently, some impc dant changes in the research community's approach to hypermedia
can be observed. Some of these changes, or shifting paradigms, result from new technologies
that allow the handling t%f ever larger quantities of information with increasing flexibility,
others result from the experience that has been gained over the years with different hyper-
media systems and applications.

In this paper, we focus on what we feel is one of the crucial issues in current hyper-
media development: the shift from authoring to information supply. As a consequence
of technical development, future hypermedia systems will be large, dynamically changing,
distributed systems. The need to deal with increasing quantities of information will be the
main characteristic of these hyper-mass-media systems and will be the basis by which they
are judged. The traditional form of authoring an electronic document (or tutorial, presen-
tation, etc.) involved controlling all the details of its content, layout and structure in order
to best present the subject. We believe that in the future this will no longer be practicable.
Only if authors relinquish their absolute freedom and turn into information suppliers, who
observe some generally accepted restrictions, is the way free to deliver their information in
different contexts to different users and automatically integrate it in the (possibly world-
wide) information network. This heralds the end of authoring (in the traditional sense) in
large hypermedia systems.

Form versus Content

Form and content are two aspects of information that are hard to keep apart in traditional
media, where they usually are perceived as one unit. The form (the way data is presented)
itself constitutes important information and is necessary to understand and interpret the
conteni (the raw information or data). For hypermedia, the "form vs. content" issue is a
particularly sensitive problem, because the computer can change the appearance (form) of
the data (content) in almost any way we can think of. Thus the form becomes potentially
dynamic: the same data may appear differently when retrieved by different users or in
different contexts! Traditional authoring of electronic documents ignored this fact and
tried to fit the content into a fixed form that was considered optimal for the specific subject
to be presented. This notion of fired form also extends to options the reader might make
at reading time, in so far as these options have been explicitly determined by the author
beforehand.

In this paper, we advocate a reconsideration of the role of authoring in large hypermedia
systems in the light of the "form vs. content" issue. lhrough examination of current trends
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and technical developments, we discuss the implications for the processes of information
supply and retrieval. We also point out a number of open problems that we think the
hypermedia community should become more aware of.

From Small to Large

There is no general agreement on the features of a true hypermedia system. However,
we claim that true hypermedia systems be potentially large (in terms of the number of
information nodes they include; say more than 10,000 nodes), provide automatic mainte-
nance of dynamically changing information, and be based on open, heavily distributed com-
puter networks. If these criteria were applied to currently available (so-called) hypermedia
systems and applications, most of them would no longer fall into the category of true hy-
permedia. The most popular hypermedia platforms today are stand-alone, frame-oriented,
script-based systems such as HyperCard (Williams, 1987) and its relatives. Such systems
hardly provide any support for automatic structuring or navigation, let alone maintenance
of a dynamically changing body of information, which is crucial for handling large amounts
of data. They do allow the construction of specific, carefully designed, highly interactive
presentations and tutorials. However, with an ever increasing amount of rapidly changing
information, it would be a Sisyphean task to manually craft such intricate detail for each
piece of information.

Another aspect of the size of hypermedia systems is that orientation and navigation
become mc e difficult as the size grows. These issues have been identified as crucial for
the acceptaKce of hypermedia and have been heavily discussed in the literature (Egan et
al., 1989; Nielsen, 1990). Two basic approaches stand out from the spectrum of how to
access hypermedia information: browsing and searching (Marchionini & Shneiderman, 1988;
Rada & Murphy, 1992). Browsing is the exploration of an information space by following
associational links between related nodes. This approach may be a proper means to discover
small hypermedia, but with growing size becomes increasingly adventurous. At the same
time, support for efficient searching becomes essential in order to locate specific information
in a large network of data, possibly to serve as a starting point for local browsing.

From Stand-Alone to Distributed, Open Systems

Most so-called hypermedia systems that run on PCs and the Macintosh (such as Tool-
book, HyperCard, Guide etc.) are stand-alone systems that only allow the creation of
stand-alone applications. Some other systems are based on campus-wide LANs; the most
prominent of these is probably Brown University's Intermedia (Yankelovich et al., 1988;
Haan et al., 1992). However, today's computer networks promise more: the fulfillment of
the vision of hypermedia pioneers such as Ted Nelson, who dreamed of a global information
network (Nelson, 1987).

Systems such as Hyper-G (Kappe et al., 1993a) allow to access worldwide information
through Internet, integrating other distributed information systems like WorldWideWeb
(Berners-Lee et al., 1992), Gopher (Alberti et al., 1992) and WAIS (Stein, 1991). Of course,
this immediately raises a number of specific information supply problems. At the moment,
low transmission rates limit the amount of data which can be sent, so that the only type of
information typically available is text. Furthermore, due to long response times, sufficient
interactivity has not yet been achieved. However, these technical restrictions will certainly
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be overcome in the long run. More fundamental issues are again the structure and content
of such a worldwide hypermedia system and proper support for retrieval. Also, efforts must
be made to avoid the "balkanisation" of the hypermedia world (Nelson, 1988).

At the moment, access to Internet information systems is organised according to the
physical locations of the servers involved. One can establish a connection to a server A
and then retrieve data from there. Server A may offer a connection to some other server B
which in turn may offer a connection back to server A. In this way, one can at best chance
upon some interesting information, but at worst can be caught in a "geographical" cycle
of servers. For a hypermedia system it would make more sense to provide access according
to information content, instead of the physical location of the servers. To achieve this,
some generally accepted standard structure, based on keywords and categories, has to be
developed. Everybody in the world connecting to a future global hypermedia system should
have the same initial view of the information contained in it. Since such a system will be
highly dynamic, this requirement of course raises immense technical challenges regarding
efficient use of the network and maintenance of the data (Kappe et al., 1993b). Of course,
issues such as ownership, privacy, usage royalties, and democracy in a global network are
essential as well, but go beyond die scope of this paper.

From Isolation to Collaboration

Open distributed hyperrnedia systems as described above are a perfect platform to in-
tegrate with electronic mail and news services. Thus, in contrast to stand-alone systems,
true hypermedia (will) provide facilities for communication and allow CSCW (computer
supported collaborative work). As a consequence, the borderline between passive "read-
ers" who only retrieve information and active "authors" who contribute information to
the network, will blur. Ev lry user will do both. This raises the question of quality and
relevance control of published data, coupled with democracy considerations (who controls
publications, who has access to the system and so forth). Certainly it is not desirable to
have everything available that everybody has produced at any time, without any (personal)
"relevance indicator".

From Single-Author to Multi-Author

Since hypermedia systems are growing, both regarding the number of nodes they contain
and the distances they can bridge physically via networks, it is clear that more and more
individuals are able to contribute to and access the body of hypermedia material. This fact
has a consequence: as the number of contributors increases, consistency within and integrity
of the data is hard if not impossible to achieve. This became obvious, for example, in the
large-scale CAI project COSTOC (Huber et aL, 1989), which is based on a frame-oriented
system that allows the creation of arbitrary networks of frames. Although there were some
written guidelines concerning the style of the lesson to be created, the 40 or so authors
produced lessons of very different structure and layout according to the subject and their
personal preferences. The result was that users had to adapt to many different styles of user
interface. A solution to this problem might be to restrict the authors' freedom (Andrews di
Kappe, 1993) by requiring them to choose some structure to be superimposed on their data.
In this way, the system can automatically provide the reader with meaningful navigation
support, taking advantage of its inherent organisation.
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From Linking to Structuring

Links are usually considered the key feature of any hypermedia system. However, ar-
bitrary linking has been identified as dangerous because it gives way to the production of
"spaghetti networks" of information, much like the use of the goto statement in early pro-
gramming (De Young, 1990). Various ways have been proposed to counteract this problem.
For instance, there is the concept of guided tours, which can be considered as proposed paths
through a body of information (this concept is part of the travel holiday metaphor (Ham-
mond & Allison, 1988). However, this approach mixes content with structure and therefore
does not seem generally useful for large, distributed hypermedia systems.

It is helpful to distinguish between two types of links: referential and organisational.
Referential links are "real" hypermedia links in that they provide arbitrary associational
connections between related nodes in different contexts. Organisational links, however,
provide structural connection of nodes in a certain context. For instance, links that lead
to the "next" and "previous" nodes or to a table of contents (whatever that might mean)
are of that kind. (Botafogo et al., 1992) presents methods to separate referential from
organisational links in an arbitrary information network by means of identifying intrinsic
hierarchies and applying useful metrics. However it seems to be a makeshift solution, trying
to reconstruct structure where it is lacking initially.

We believe that the use of explicit referential links across different documents or even
collections (i.e. structured groups of documents; see below), can and should be mainly
restricted to private annotations. For instance, one might want to establish a permanent
link from an encyclopedia entry "Rome" to ones private photo of the Colosseum, in order to
have quick access without the need to query for "my photo of Colosseum of summer 1992" or
the like. In most other cases, explicit referential links are of limited use in large hypermedia
systems. They can, in fact, be largely replaced by queries which might be presented to the
user as "dynamic links", computed and temporarily used at runtime. Indeed, hypermedia
systems totally absent of links (Maurer St Sherbakov, 1992) seem quite feasNe.

An imporlant feature of a hypermedia model which keeps apart content and form is
that it is possible to automatically incorporate most existing data conforming to a certain
structure, for example textbooks (hierarchical structure of chapters), lexicons (alphabetical
order), etc.

From Authoring to Information Supply

In the CAI community, the notiou of an author means a person who designs and develops
instructional material, which is presented by a computer and which a learner or reader works
through. What the author creates is is a piece of "teachware", carefully designed to meet
the specific requirements of both the subject and the learner. The structure of the resulting
teachware (i.e. the possible paths a student may take through the material) strongly varies
with the subject to be taught and with the personal style of the author.

In the hypermedia community (which to a large extent emerged out of the CAI com-
munity), the notion of authors is still very preBent. When talking about authoring, most
hypermedia people mean quite the same as CAI people: defining all the possible paths
through an interconnected body of information (i.e. links that the reader may follow). We
believe that this kind of authoring is inappropriate for true hypermedia systems for the fol-
lowing reasons. Firstly, with increasing amounts of data, it becomes simply impossible to
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define every link manually. Secondly, since true hyperrnedia are dynamic, automatic main-
tenance of links is required in order to ensure integrity. Thirdly, since true hypermedia are
considered large, multi-authoring is unavoidable, which raises the problem of interface con-
sistency across different applications. By placing restrictions on information structure, it is
possible to shift control away from authors to the system itself. After all, as argued above,
we do not consider referential links useful or necessary in most cases.

The role of "authors" in connection with hypermedia needs reconsideration. Perhaps the
terms information supply and information delivery should be preferred to the traditional
authoring and presentation. The process of information supply might be as follows: first the
supplier chooses one of a selection of structures, depending on the type of data to be supplied.
The system proposes a number of structures which are useful for different purposes, such
as a schedules, photo albums, sound recordings, videos, phone books, poetry, etc. Then the
supplier provides the actual content (mainly text, images and sounds) which has to conform
to the selected structure (because it would be hard to know what to do with, say, photos
put into the phone book structure). Now, when this information is delivered to N consumer,
the system can take advantage of its structure and provide optimal support for navigation,
orientation, searching or whatever might be useful for the specific combination of content
and structure. The system presents the information in a default style that is considered
useful in the context of the specific content and structure. Hence, finally the content comes
to the consumer in a certain form. The default style, however, could be replaced by other
styles chosen by the consumer according to personal preferences.

Of course, hypermedia systems have to provide organisation at a higher level, too. All
the individual documents of different types that have been supplied must be integrated
in the system. For this task we propose the notion of collections that may contain single
documents as well as other collections. The set of collections builds an inclusion hierarchy
which can be searched for node names, keywords, attributes etc. In (Maurer At Sherbakov,
1992) a data model is evolved that extends the concept of collections to a general model
that includes the idea of structure discussed above.

Clearly, this shift away from authoring is in fact restrictive. Information suppliers have
less control over how the reader will finally perceive their data. However, this can also be
considered an opportunity to concentrate on pure content and a liberation from the burden
of being responsible for all aspects of preparing electronic documents. After all, it is hard
to find individuals with the joint talents of being experts in a specific field as well as in
layout, electronic publishing, interface design, etc. Information consumers, in turn, might
appreciate the new freedom to discover docuverses in their own preferred way without being
patronised by authors (although many people might prefer being patronised to having the
responsibilities that come with freedom). In the context of CAI, (Hartog, 1989) identified
such a shift of paradigms from process control (program controlled, possibly "intelligent"
tutorials that guide the learner) to information resources to be explored by learners.

Nevertheless, outstanding authors in the traditional sense, or, more likely, experienced
electronic publishing teams, will still make contributions that do not necessarily conform
to all the structural restrictions discussed above. This is highly desirable and must be sup-
ported by hypermedia systems. However, it is important to see that in very large, distributed
systems, only a small minority of users will be able to contribute outstanding material (in
terms of contents, structure, interface, etc.) worthy of being apart from proposed and ac-
cepted standards. After all, production of high-quality electronic documents is very cost
intensive, involving, among other things, domain-dependent human experts. The large ma-
jority of average users will appreciate well-considered standard structures which they can
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take advantage of. Once such well-considered standard structures exist, only very few sup-
pliers will be able to afford the cost and the risk of following their own differing approach;
the challenge is to develop these standards.

Prom Presentation to Multi-Metaphor Selection

In a large, distributed hypermedia system, different viewer software running on different
platforms will provide different means of presentation. Following on from the above, the
consumer of a hypermedia system potentially has the option of customising the retrieved
data according to his or her personal needs. That means the user can choose between differ-
ent presentation metaphors (Davies et al., 1991; Erickson, 1990). However, this is a critical
issue because it is affected by the "form vs. content" issue. Selecting a metaphor for pre-
sentation means changing the form of the presented information. Thus it is a problematic
freedom to let users decide on form (and, as stated above, many users might just prefer being
patronised). Furthermore, the usefulness of interface metaphors in general has been ques-
tioned, because they hinder new developments by sticking to familiar "real-world" analogies
such as desktops, books, travels etc. Therefore, in (Nelson, 1990), interface metaphorics are
put on the list of mistakes and elements of bad design.

Conclusion

We showed that for very large hypermedia systems (in terms of number of nodes, users
and degree of distribution through networks) it seems indispensable to introduce a certain
amount of discipline regarding the structure of information. We advocate the sensitive
separation of content from structure and the renunciation of arbitrary linking as far as
possible. The basic problem of this approach is that there is no commonly agreed-upon set
of structures that are considered appropriate for all kinds of electronic documents.

Hypermedia is still in its infancy and not all of its concepts have been worked out. If
hypermedia systems of the type described in this paper (large, distributed, dynamic, linkless
and structured) ;_re going to be successful in the sense that they satisfy the needs of a
large user community (not necessarily the same as the needs of hypermedia developers!),
information suppliers as well as consumers must be aware of and observe the characteristics
of these new media. A new kind of literacy plus appropriate rhetorics for hypermedia must
evolve and become commonplace. Though this will be a long-term process, the traditional
notion of authoring will be superceded by that of information supply.
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BACKGROUND

The ISLE project started in January 1992 as a collaborative venture between Digital and
Heriot-Watt University. The concept described in the name of the project is that of an 'Intensely
Supportive Learning Environment'. The project was founded on the common recognition that
there still exists a wide need for an environment that will integrate a whole set of key learning
technologies in adult learning and higher education. The initial ingredients for the creation of this
environment are:

Athena: The Athena project [GC 91] at MIT ran for 8 years. Funded by Digital and IBM, its
remit was to implement a computing environment for educational use. The ISLE project has
taken some of the ideas and outputs from the Athena project as a base from which to further
develop the concept of a supportive learning environment. Digital has released DecAthena,
which is the system management and communications aspect of the MIT Athena project.
Heriot-Watt University has adopted DecAthena to manage its rapidly growing campus net-
work of workstations.
Nestor: The Nestor project has been underway at Digital's Campus Engineering Centre at
Karlsruhe, Germany since 1988. Nestor [MS92] provides a suite of tools to generate
courseware, present it to students and allow them to share a computing environment to dis-
cuss the material. Nestor provides the project with much of the software on which to base
the ISLE. The emphasis of Nestor is on a network based collaborative multimedia environ-
ment and its focus on instructional design support and courseware construction complements
the services of Athena and contributes to an initial ISLE prototype.
Heriot-Watt University: whose institutional policy is committed to advanced teaching de-
velopments using technology to provide higher quality and more efficient education. The In-
stitute for Computer-Based learning at Heriot-Watt has been created in support of this policy
User-centered iterative design philosophy: ISLE is based on the view that empirical test-
ing, rather than the availability of new technology, must guide the design. However, even
with the considerable resources at our disposal empirical iterations are limited by many
practical constraints. ISLE's user population will include the traditional University roles as-
sociated with both teachers and students, with teachers engaging in the creation of small-
scale courseware and students producing a variety of coursework. Systematic user sur ays
of these activities are central to ISLE development.
A constructivist view of learning: ISLE is conceived essentially as an environment in
which learners will enjoy maximum support for their activities [K0M92]. This implies a
very different view of the role of technology than that associated with the notion of the com-
puter as a multimedia device for the delivery of courseware.
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A Context of Rapid Change

The overall context for ISLE is one of rapid change. The most pressing aspect of this in UK
higher education is the need to maintain standards in the face of rapidly expanding student num-
bers accompanied by a fall in unit resource. The recent report of a working party set up by the
Scottish University Principals [SCFC92] has emphasised that technology-based methods need to
be seen as one aspect of a general shift towards open learning. An interesting side effect of the
demands of this change is the new found willingness of Universities to abandon the long-
standing "Not Invented Here" attitude and to co-operate in the development of both methods and
materials. A recent UK initiative (The Technology in Teaching and Learning Programme -
TLTP) has awarded contracts to consortia varying in size from 2 to 40 institutions to develop
courseware in almost every field of Higher Education.

The ISLE project is also being undertaken in a time of rapid development in University /
Industry cooperation in research. Digital has formed its partnership with Heriot-Wau. through a
conviction that partnerships with users are more likely to meet their eventual needs. The goal is
to better design the software by developing and testing it in the context in which it is intended to
be used. Therefore the evaluaticn strand in ISLE is very highly emphasized and the concept of
user centered design is used throughout the development of the system.

ISLE

If we performed an observational study of what it is that students and their lecturers actually
did in their working activities, then we would presumably focus more on the student's study and
the tutor's office than on the lecture room or the lab. We would do so because most of the busi-
ness of both teaching and learning takes place primarily in these highly personalised, often
paper-based environments. It is here that the student will rewrite lecture notes, draft essays, take
notes from books and papers, file handouts, write up lab reports, carry out problem-solving as-
signments, collect previous exam papers, and as the exam approaches may experiment with tech-
niques - such as structuring notes in new ways - that directly aids the understanding (or simply
the memorising) process. The lecturer will also perform a surprisingly similar set of activities -
taking notes from books and papers, drafting new lectures, updating old ones, compiling lists of
references, preparing new handouts, and producing assignment and exam questions. For both of
them we would observe a highly developed personal system of storing :ind retrieving informa-
tion. Each of us creates a world for learning structured by a kind of dynamic filing system that
depends entirely on our constantly developing understanding of what all the 'objects' (chunks of
info / knowledge) mean and how they relate to each other. What lies at the heart of our concep-
tion of an ISLE is a system that can allow just such a highly personalised and highly flexible way
of storing the objects or 'chunks' of learning. What characterises these objects are their variety.
Much of the material will be in the form of notes - personal notes from lectures and private read-
ing, but also information provided explicitly for learning from the tutor, in the form of 'hand-
outs'. On top of these the learner builds elaborations, as understanding deepens, and some of
these elaborations will be copied (pasted) from books and articles, together with personal annota-
tions. As the student (or the tutor) constructs a larger and larger edifice of bits and pieces of
knowledge then patterns of links begin to emerge, and the material begins to take on structure.
Frequently one structure won't be sufficient. Sometimes the learner will want to undo all the
structure so far, and try a new one. ISLE will 'need to support all this activity with an integrated
set of tools. We have used the term Learning Base to refer to the main application.

We have used the following classification to place the contents of the Learning Base into 3
main categories:

Primary Courseware: This is professionally produced and distributed by the publishing in-
dustry. It is highly organised multimedia courseware, simulations, video material etc.
Secondary Courseware This is less structured material, worked on and tailored by the indi-
vidual tutor or studcnt. It is, for example, the copy of a paper from a journal, the tutor's own
lecture notes, or local annotations to primary courseware. Most importantly it is the students
own created material as well as the material supplied for the course.
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Tertiary Courseware This is the material generated by discussions about the course and the
sharing of the learning process by the students. It is a record of the questions to tutors and
the answers, a record of the threads of argument developing in a computer mediated confer-
ence, captured to become a resource for subsequent students.

Implementation

To implement this concept we have developed an initial ISLE architecture illustrated in Fig-
ure 1. There are a number of media presenters and editor suites with the task of handling the us-
ers' interactions with objects of a particular media type. The selection and order of the objects
these presenters display to the user is determined by one of a number of structuring tools. At the
lowest level we have an object store which maintains details of the attributes of these media ob-
jects, with a librarian function to locate them. The purpose of creating a distinction between these
tools is to separate the function of structure and display as much as possible so that objects cre-
ated as a part of one structure may be re-used as part of another.

Tutors Students

User Interface layer

Media Editors,
and presenters

e..g. Text, Images,
Video, Sound,
Xclips,
Simulation.

.0)

Structuring tools Conferencing tools Information Retrieval tools

Librarian: Locates objects by matching attributes

O cos 00-52- 0 0 =00 0. D 00 0 000 0
o C=I 1.1 C=I

0 j3 0a o u q_,-4:02, Object Store

Figure 1: Isle Achitecture Overview

The media tools give form to the objects in the ISLE environment. The media types will be
as rich as each individual ISLE can support. The media tools may be specified according to the
requirements of the media to be presented and the preferences of the user. The media types wa
envisage we will support are Text, Graphics, Simulations, XClips [Nes911 Audio and Video.
[XM921.

The structuring tools are the key aspect of ISLE. They give context to the objects that are to
be presented to the student. A number of structuring mechanisms have been selected and are un-
dergoing testing.

A structured course design environment and course interpreter as provided by Nestor.

A relevance matching and ordering information retrieval system modeled on StrathTutor
[MAY88] [KIB89] and the ordering system. in WAIS [KAH89] by which the user retrieves
an object in the object store. There are many possibilities hcre. A vital issue is one of design-
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ing an indexing mechanism in such a way as to give the uscr maximum flexibility for subse-
quent retrieval without an unacceptable overhead when an object is created and stored.
A 'cognitive tools' approach where a student is able to process information in a way that
promotes deeper understanding. [K0M92]. This may involve some form of concept map-
ping, or other special-purpose knowledge acquisition tools, but it is worth noting that tradi-
tional authoring tools can also be effective as cognitive tools when placed in the hands of
learners themselves.
A notebook metaphor supporting the "acquisitive" mode of learning. This is also a place-
ment tool placing objects in the Learning Base under the title of the notebook and assigning
attributes to them.
An on-line conference structure of topics and threads of discussions within those topics.

Communications

ISLE includes the model of context sensitive communications used in the Answer Garden
[ACK90] where queries about the Learning Base are automatically directed by email to a nomi-
nated expert in the particular area being queried. ISLE extends this by providing a facility to ask
a question of the tutor, the rest of the class or the references supplied as a part of the course as-
sets. This is supported by the provision of one-to-one, one-to-many, synchronous and asynchro-
nous communications. An early prototype of ISLE has supported this with electronic mail to the
tutor, and Internet Relay Chat (IRC) P091] a real time text based multi user conference to the
rest of the class. A usenet news group and a mail list were provided for off-line communications
to the class, the former used primarily for bug reports. Finally, an archive of a computer medi-
ated conference concerning the previous year's course was provided as a local WAIS service. In
order to allow groups to communicate synchronously using standard X-Windows applications a
sharing component 'shX' [MA90I wkll be used which allows a learner to share the state of the
window and the interactions therein with any other learner or tutor. This will be complemented
by audio/video conferencing tools. Telepresence,EMAT92] is potentially useful to make ISLE us-
ers aware of who is using the course materials and who is willing to discuss them or collaborate
over their usc.

Object Store and Librarian

The object store manages the objects in ISLE for both the tutors and the students. The for-
mer typically creating publicly available objects, the latter working on their private objects. It
supports the tagging of these objects with attributes which may be public or personal to the indi-
vidual attaching that attribute to that object. Objects in the store include the individual media en-
tities such as text, images, pointers to external information sources and pointers to the communi-
cations paths, such as a pointer to the IRC channel, an audio conference or a Usenet conference.
Objects may be composites such as collections of linked objects or a thread in a Usenet confer-
ence.

The librarian manages the information retrieval aspect of the Learning Base. It must be able
to retrieve objects by their attributes, where thc attributes may be generated by the acquisition
tool or structuring tool that put the objects in the Learning Base or be generated dynamically us-
ing whichever method is appropriate to the media type.

Development

An aim of the ISLE project is to develop this learning environment with minimal software
development by providing an infrastructure in which to envelop the tools that will be required,
and which are being developed elsewhere. The goal is one of interoperability between diiierent
hardware and software platforms so it is important to adhere to standards where possible. As
noted earlier the project's approach is an iterative development approach based on a developing
understanding of the tasks associated with the learning environment.

The ISLE development process will supplement the traditional design, develop, deliver
model. Initially, the definition of the design requirements is through input from observation of
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field studies, through user surveys, through studying the use of existing advanced learning tech-
nologies, and through surveying other available technologies for inclusion. These requirements
will evolve as both the available technology, and the development teams' understanding of the
task evolves. Initial prototypes are being evaluated by pilot testing.

TECHNOLOGY

The technology proposed for ISLE is derived from several sources: Athena, Nestor, a set of
information management tools and the rapidly growing number of network communications
tools. In the following we will outline the components with short descriptions. In the case of
Nestor we will go into more detail to emphasis the role of the authoring tools as well as !he pres-
entation tools.

Nestor

Nestor is a set of tools which are designed to cater for instructional design, multimedia pres-
entation and collaborative work. The Nestor concept is documented in the general Nestor reports
[NES 90, 91] and in reports which focus on hypermedia [MM 91], databases [DL 911, multime-
dia [GB 91] and collaboration [TR 90] aspects. The current description is of the tools that are
available now and are derived from extensions to current Digital products or prototypes that are
based on public domain software. This list of tools is shown in Table 1:

The overall structure of how the Nestor tools are used during the design, development and
delivery of courseware is shown in Figure 2

Table 1: Nestor components

Tool Function

Instructional Design Editor To perform and document an instructional analysis

Course Structure Editor Generating a flow oriented course structure

Course Interpreta Running an instance of a course

Media Presenter:

Bookreader On-line reading of text, graphics and images

Software Motion Pictures Video done in software

Audio loll audio

Xclips Samples of recorded X applications

Learner Interaction Elements User interface and test elements to traverse the course

Link Works Generic inter-application hypermedia link service

Allows real time sharing of any X- applicationshX

Design

During the design stage the Instructional Design Editor (IDE) [Nes 92] is used to document
the instructional analysis (also known as the domain analysis) as a network of nodes and links.
The IDE also provides a set of high level instructional strategies which are currently "tutorial"
implemented as progressive deepening, "Guided Tours" and "Quiz". These strategies create a
specific default flow for the Course Structure Editor.
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Courseware Development

During the development phase, the media content is provided using media editors such as
DECWrite to edit the electronic books for Bookreader (sec delivery), image, audio and video
editors. All the media contents are assembled for the course flow using the Course Structure Edi-
tor (CSE) which receives a generic course structure from the IDE depending on the selected in-
structional strategy.

The course flow is controlled by the student by the interactions described in the Uscr Inter-
face Builder (UIB) module. As this component is still under development, there is a limited set
of pre-defined building blocks to create new instructional transactions such as multiple choice
questions or fill-in-the-blank forms. The CSE generates the input for thc Course Interpreter
which at run time keeps the representation for the course state and a rudimentary learner model.
The major advantages of the partitioning of the delivery system in various delivery servers is that
the system can be configured according to the characteristics of a certain system . It also allows
us to add new servers such as a simulation server for driving complex engineering simulations.

Courseware Delivery

The Course Interpreter (CI) implements the engine that drives the overall course presenta-
tion. It triggers the mediaserver to open up Bookreader pages, present colour images, and various
multimedia clips such as sound, video or Xclips. The CI also triggers thc user interface server to
present all graphical user interface elements, the learner needs to navigate throughout the course
and the related material. It also provides the instructional transactions elements such as tests (e.g.
multiple choice or fill-in-the-blank questions). The CI also generates logs from a certain learner
session, which can be later used to be evaluated. This generated feedback can then be used to
enhance the authored courseware using the IDE/CSE.

Legend:
IDE Instructional Design Editor

UIS CSE Course Structure Editor
MEd Media Editors
CI Course Interpreter
lJIS User Interface server

BR MS Media Server
BR Bookreader
MP Multi Media Presenters

A
MP

UIB User Interface Builder
LC Learner Control

--SP,- Data flow . .
Planned- 4. Control flow

Figure 2: Nestor tools

Notebooks

The students interface to the object store will be provided by a Notebook metaphor in which
objects may be generated using the appropriate media editors and placed on the pages of the
notebook. Alternatively, objects may be located in the publicly available collection in the object
store and transferred to the pages of the student's individual notebook. Notebooks may be pro-
duced within ISLE for the individual, the course, the class, or the whole faculty. We envisage
features such as overview page, navigation aids, diary pages, vcrsioning and automatic updating.
However, it is an essential part of the ISLE philosophy of development that design and imple-
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mentation of such features is derived from the needs of the users, not from the imagination of the
developers.

Information retrieval

ISLE will support a model of information retrieval based on attribute matching and rele-
vance feedback. Each of the objects will have a number of attributes. These may b-i; the attributes
supplied by the creator of the object as well as those supplied by the present user of the object.
Attributes may also be dynamically generated by searching the object - if appropriate to the class
of object and/or its media type. Let us consider a student who has discovered something of inter-
est in a Nestor course and wants to know more. By locating objects in the store with attributes
similar to those of the current object ISLE should provide more information. This search may
then be refined by selection of either (a) the specific attributes of interest or (b) a relevant object
in the retrieval list whose attributes may be used to refine the search.

Summary

This paper has provided a brief overview of the joint project between Heriot-Watt and Digi-
tal which is focused on the elaboration of existing technology to build a system that supports an
intensely supportive learning environment for higher education. It is sufficiently generic to apply
in other areas of education and in training. The system is intended to be built incrementally and
to allow a continuous refinement for both the system itself as well as the learning infrastructure
that is provided by ISLE. Many questions have not been addressed in this short paper, and many
remain to be resolved in the project itself. Not least of these is the extent to which a generic ISLE
is a valid concept. Learning occurs as a by-product of motivated activity and the wide range of
these activities themselves need to be supported by any effective learning environment. Can a
generic environment adequately support the great variety of such activities? It can be argued that
would it be more profitable to design an ISLE for, say, mathemat: -s, and one for botany, and one
for French, and then to derive a generic system from the similarities. Such an approach may in-
deed emerge from our empirical work and it remains to be seen how far the goal of a generic
solution can be sustained.
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Large hypermedia systems such as computer-based learning environments may contain

an overwhelming number of links. To make such systems useful, links should bc presented to

the user in an order reflecting their value for thc viewer. We propose an approach to the

ranking of links based on the assumption that the user's goal is to select the link that maximizes

his current knowledge of the hypermedia' network. We describe several quantitative measures

that could be used for such ranking, comment on their feasibility, and discuss some

modifications and extensions.

Introduction

While the notion of links conneetik related nodes is the central concept of hypertext,

it presents several problems. One of them is the unstructured topology of the information space

that it creates, a problem which has been related to that of GoTo statements in computer

programming. The problem of uncontrolled linking has been addressed by many authors and an

approach similar to the remedy for "spaghetti code" consisting of the introduction of higher

les el aggregc.:es grouping related nodes and links has been proposed. A recent paper

(Botalogo91) proposes graph-theoretical methods that could simplify the task of creating such

aggregates by automatically identifying node-link clusters.

While formation of hierarchical structures makes information stored in large

hypermedia systems easier to understand and use, the number of links emanating from

individual nodes may still be overwhelming. The question then is how to present these links to

the user so that he can make good use of them. This problem has not received adequate

attention in the existing literature.
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To put the problem into a perspective, consider a driver reaching a crossing from

which a large number ol continuations is possible. If the driver's "goal" is to wander around

randomly, any choice is as good as any other. If, however, the driver wants to reach a particular

location, then the available alternatives can he ranked, for example, on the basis of the amount

of time that it will take to reach the desired destination.

Thc traveler in a large hypermedia system also may have to make choices from a very

large numtvr of available links. If he is only browsing me system without any particular goal in

mind, there is probably not much that the system can do for hint. lf, however, the hyperrr dia

traveler has a clearly defined goal, then systematic ranking of available choices is possible. We

concentrate on this second case. In particular, we assume that the goal of the user is to select

the next node so as to maximize his current knowledge.

It should be noted that this formulation covers some of the situations that might appear

to fall into the random browsing category - the point often is to properly Ibrmulate the kind of

knowledge that the user is seeking: As an example, while a person seeking information about

differential geometry obviously falls into the category of users with a goal, so does, (or example,

a person looking for otherw ise unspecified "unusual" information present in the system. Both

are hoping to maximize their gain of knowledge and the difference between them is how they

evaluate the miormation stored in individual nodes. In this light, the case that we are

investigating covers a wide range of situations.

If we accept the prennse that available links should be presented in such an order that

their traversal increases the current knowledge of the user, the question is how to evaluate this

cost lunctional. The prerequisite clearly is that we must be able to express the value of

information stored in a 11 NI-media system numerically. We described ollr first thoughts on

how this could be done in (Tomek92) and the following sections expand our original proposal.

Evaluating the information present in a hypermedia space

If we ignore aggregates lbrming higher level hierarchical structures, a hypermedia

space consists of nodes and links. These nodes arc typically textual but they may also have the

Form of graphics, digitized sound, digitized video, and so on. In this paper, wc arc restricting

our attention to those cases where it is reasonable to say that the value of nodes and possibly

links as well can he expressed quantitatively. In this sense, the hypermedia space is related to a

knowledge network consisting ol nodes and their relations, and we can talk about the value of

inhumation present iii it.
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Up to now, the question of how to measure the value of information quantitatively does

not seem to have been addressed and we propose to approach it intuitively. Clearly, one of the

factors that determine the value of information present in a knowledge network is the value of

the facts. However, the links between the fact.s arc also valuable. Consequently, it seems

intuitively acceptable to state that the total value of knowledge present in a hypermedia space is

a weighted sum of the values of facts and the values of links:

K = Sumff'd + c.Sum(Iii)

where fi is the value of fact i, lj is the value of a link between facts i and j, and c is a weighting

coefficient expressing the relative weight that we attach to facts in relation to the weight of

links. Thc sum is over all nodes and links in the system.

Let Ko he the value of the current knowledge of a user with respect to the current

hypermedia space, essentially the value of information in the system already perused by the

user. Ko is obtained by evaluating the above formula over So, which is that part of the complete

space known to the user at present. Let Kx be the value of the space obtained by adding to So

node i reached by traversing link x. To obtain thc desired ranking of currently available links,

we should calculate the values of Kx over all links x emanating from the current node, and the

link that gives the largest value of Kx should be presented as the top choice among available

links because it adds the most to the user's current knowledge.

What we have said so far seems intuitively acceptable but it is not clear how to

calculate the value of facts and links and how to select the value of coefficient c. At present, we

don't have complete answers to these questions but we propose some possibilities in the

following sections.

Values of facts and links

We propose that the value of a fact consists of its intrinsic value (the value of the fact

itself) and the sum of the weighted values of all facts linked to it. In other words, we claim that

a fact is more important if it is known to be related to other facts. We call the value of a Pact

thm captures this context its derived value and calculate the derived value fi of fact i as

+ kr.Suin(vi)

Here Fi is the intrinsic value of fact 1, kr is a scaling coefficient that determines the relative
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importance of related facts with respect to the intrinsic value of the fact itself, and the sum is

over all facts j directly reachable from fact i via a link.

At present, we don't know how to determ;.,e the intrinsic value of a fact and we doubt

that there is an algorithmic way to do it. This is partially because the intrinsic value of a fact

depends on the context in which the user is using the system. As an example, the samc

mathematical fact may be of mat value to a student of topology but of little value to a student

of algebra or to the curiosity seeker mentioned above.

While we do not have a definitive method for the calculation of intrinsic values, some

possibilities for obtaining them are as follows:

Assign all facts the same intrinsic value. When this approach is used to calculate derived

values, we obtain grealer derived values 1m facts that arc more densely connected, in other

words, playing a more central role. This results in ranking nodes on the basis of their

connectivity.

Allow the author of a fact added to the system to assign intrinsic value hy subjectively

weighing the new fact against other facts in the hypermedia space.

Allow users to influence the derived value, for example by building a voting mechanism

into the hypermedia system.

Assign intrinsic value on the basis of the degree of certainty about the validity of the fact.

Note that this might result in negative intrinsic values for facts whose validity is

suspicious.

As for values of links between nodes, one can again decompose the value of a link into

its intrinsic part and a component derived from the context. It seems natural that the intrinsic

value should he the same for all links except in situations where links arc typed. In this case,

thc intrinsic value of a link might depend on its type and on the purpose for which the user is

using the system. Further, we propose that a link relating two important I.:1_ ts is more valuable

than a link relating two unimportant facts. On this basis, the derived value lo of link ij

connecting fact. i and j can he expressed as

= j + k (11 + I j)

where L is the intrinsic value of the link.

Our final comment concerns values of scaling coefficients. Although we cannot offer

much quantitative advice .et. values smaller than 0 would make facts with known relations to
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other facts less valuable than facts without known relations and this does not seem logical -

unless the relations themselves are dubious. Consequently, the scaling coefficient should not be

negative. Further, since the calculation of derived values results in including first order, second

order, and more distant neighbors through dependencies via the resulting set of linear

equations, values greater than I ellectively make more distant related facts more important than

immediately adjacent facts which again does not make sense. Altogether, scaling coefficients

should be between 0 and I.

hnplementation and feasibility notes, possible modifications

In a large hypermedia system, the solution of the set of equations describing a

hypermedia network may be too time consuming, particularly since it would have to bc

performed for each outgoing link separately. We should thus consider shortcuts and suboptimal

solutions and investigate their performance with respect to the optimal solution, both in terms

of time and in terms of results.

One possible simplification is to precalculate the derived values of individual mxles

within the context of the whole space rather than individual possible subspace, store these

values in the nodes, and rank links according to the precalculated node values rather than from

the increase of knowledge resulting from the traversal of individual links. In other words, the

link to the most valuable node will he ranked first, and so on.

Another possible strat, ; to use a measure that does not require the solution of a set

of simultaneous equations. 'Ile simplest approach is to replace derived value by intrinsic

values. If we dispense with distinguishing between individual nodes and links by assigning all

of them the same intrinsic value, the calculation is reduced to a measure of the density of

interconnections. The advantage or this approach is that the values are calculated from a set of

mutually independent formulae rather than from a set of linear equations and this requires a

minimum amount of calculations. The disadvantage is that this does not capture the topology of

the hypermedia space as thoroughly as our original model. This could be corrected by including

second- and higher-order links by considering values of nodes reachable in two or three steps

but weighing their contribution less than for immediately accessible nodes. This compromise

requires more calculations hut fewer than the solution of a set of linear equations, and its wwer

of capturing the topolon of the space is weaker than our original approach but stronger than

for thc most simplified approach.
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An axiomatic approach

Our discussion raises the question of the properties that a reasonable measure of

information in a hypermedia system should have. We propose the following:

Adding a new !act or a new link with a positive value should increase the total value of thc

information space. Adding a fact or a link with a negative value should decrease the total

value.

If the connection topology of node A is equivalent t.) that 01 node B, then nodes A and B

should have the same value.

If nodc A is connected to more nodes with positive values than node B and everything clsc

is equal, then node A is more valuable than node B. i.c. its derived value is bigger.

I f the structures of links attached to nodes A and B arc the same but nodes attached to A

have greater value than nodes attached to B, then node A is more valuable than node B.

If a user has visited all nodes but has not traversed all links, traversing a link should

increase his knowledge if links are valuable in themselves.

At the time of writing, we cannot prove that our proposed approach satisfies all these

requirements. It would he interesting to see if a set of conditions such as the atxwe can be

postulated as axioms and a measure derived from it axiomatically in the. way in which Shannon

derived his information theor (Shannon 1948).

An extension

We have already menti(med that the value of nodes and links depends on the Context,

the purpose for which the hypermedia system is being used. Most large hypermedia systems

contain informatiim on many topics and all nodes do not have the same relevance for different

users. Consequently, a user interested in a particular subject or having a particular goal will

want to .obtain a ranking of available links that maximizes the increase of knowledge about a

particular topic or a mixture of topics or perspectives rather than knowledge as such. (By the

term "perspective- we want to capture goals of users who are, for example, interested in rare

information and similar goals that cannot he treated as topics.) This can he handled by

replacing scalar values with vector values so that each element of each vector reflects the value

of the node or link within a certain category of knowledge or perspective. As an example,

component I may reflect the value of a fact for matheniaticians, component 2 its importance Ibr
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physicists, component 3 may be a measure of thc uniqueness or strangeness of the node, and so

on.

Corresponding to the vectorization of node and link values, the profile of each user's

current interests needs to include a vector representing the relative weights of individual

interests at a given moment. In the example given above, the first component will reflect the

user's interest in mathematics, the second his interest in physics, and so on. To obtain the

knowledge value of a hypermedia space for a particular interest, and to obtain the

corresponding ranking of available nodes, the formulae given in the preceding sections must

be converted to scalar products of vector quantities. The remaining reasoning remains

unchanged.

Conclusion

We have addressed selection a links in large hypermedia systems because this

problem will hecome important in large hypermedia systems of the future. We converted the

problem into the question of quantitative evaluation of information present in a hypermedia

system and discussed sonic preliminary proposals how to approach this problem.

We suggested to calculate the value of information on the basis of "intrinsic" and "derived"

values of individual nodes and links. While we are able to formulate the basic principles and

define several strategies for calculation of derived values, wc cannot offer much advice on the

calcul at.on of intrinsic values.

After having presented our basic proposal, we pointed out the run-time cost of its

implementation. We then suggested modifications that minimize implementation requirements

but do not seem to capture the topology of the information space as well. In this context, wc

mentioned the need to formulate criteria (axioms) that a quantitative measure of knowledge

should satisfy and noted that we are presently unable to state whether or not our most general

approach meets all these conditions or how it should be modified so that it does. We arc now

working on these questions and attempting to obtain a better understanding of thc behavior of

the proposed approaches on representative hypermedia topologies.

It is worth noting that the problem that we are addressing could have applications

beyond those ol ranking links in a "passive" hypermedia system. One of them is to support the

presentation of information to a student using an intelligent tutoring system. In this context,

there are two networks, one being a model of the discipline and the other being the model of thc

student in which misconceptions are represented by nodes with negative values.
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SOLE (Smalltalk Open Learning Environment) is a software environment for

experimentation with computer applications in learning and for development of computer

based learning material. Because SOLE is written in Smalltalk-80, it is highly portable across a

number of popular platf orms and fully extendible, allowing rather easy addition of new

Facilities and tools.

After outlining the motivation for SOLE. we explain its design philosophy and

implementation principles, and describe the major tool now available in SOLE - the Book.

Introduction - the need for a portable extendible testbed

Application of computers to learning has a long history ranging from "electronic page

turners" through animation, interactive learning facilities, and course management, to applica-

tions of artificial intelligence in the modeling of the interaction between a student, a teacher,

and the teaching material. The multitude of acronyms created along the way (we will use the

term Computer Based Learning Environments (CBLE) to group all approaches) to some extent

witnesses the disillusionment with highly advertised movements that failed to produced the

promised results, and the perceived need to disassociate new work from discredited acronyms.

It also reflects the variety of approaches taken by different workers in this application of

computers (Frasson )2. Tomek 91).

Thc growing interest in CBLE and the increasing variety of approaches point to the

need for a widely available and transportable facility containing all essential tools to which

new tools can be easily added. A facility with both of these attributes does not exists at present

and our goal in designing SOLE, the Smalltalk Open Learning Environment, has been to at-

tempt to correct this situation. When its most important components are implemented, SOLE
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will he a software lab containing most of the tools needed to explore new ideas and ncw

approaches. To encourage this sharing of ideas and tools on a broad scale and to make

independent additions as easy as possible, we use Smalltalk-80 as the implementation language

because of its unmatched portability and ease of code development and modification. In the

following, we describe the SOLE philosophy and design principles, restricting ourselves to

already completed work.

SOLE philosophy

In developing SOLE, our first goal has been to formulate a broad overall design

philosophy to allow the desired easy extensibility and to provide a natural framework for

authors and students. Our second goal was to develop the skeleton of the environment, and the

third 10 implement the major tools that we consider essential for further work.

In formulating our overall aim, we opted for a natural metaphore that allows creation,

access, and combination of multiple learning materials. The selected metaphore is a

conventional learning environment such as a library containing information about learning

materials (catalogs), the learning materials themselves (mainly books), information about

users, facilities allowing users to access existing material and create new material, and a

mechanism allowing tutoring with the use of the available learning material. In other words,

SOLE is intended to provide the means to aucss find create material needed for learning, and

to use it in ways in which instructors and educational administrators would use a conventional

library.

In addition to the "public library" model, we recognize that learning material can also

be purchased and treated as a personal possession rather than as a protected public resource. To

make this possible, the SOLE public learning environment model is complemented by means

to access learning material directly, without the need to deploy full SOLE. Whereas learning

material used within SOLE is protected from the user in ways in which an ideal library would

protect its holdings. individual owners of learning material can use their private copies any

way they want. Figuratively speaking, the owner of a personal cor y of a SOLE book can write

over the pages, tear them out, paste in pages from other books, and so on. Since the focus of

our current work is SOLE and the public library model of a learning environment, the rest of

the article is limited to a discussion of the "public library" component of SOLE.

The structure of SOLE
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SOLE is implemented as a class hierarchy that directly parallels our view of a library,

a user, an author, and library material, The main components of the SOLE class in its present

form arc a catalog of holdings and a catalog of users whose selected features arc explained

below.

The catalog of holdings is an instance of class Catalog, a sorted collection of

Book Info objects, and the user catalog contains instances of User objects, a dictionary of

users. The structure is ;h follows:

SOLE

catalog of BookInfo objects, each containing

- authors

title

- date

- version

- released

- internal ID

access type

- other information

- catalog of I iser objects, each containing

name

password

- notepad

- bookmarks

desktop

- open books

- current book

- other information

Each instance of class Book Info contains information about a particular hook, similar

to a catalog entry in a library. Its main instance variables are the names of authors, the hook's

title, the date of its last modification or release, version (equivalent to edition number), internal

ID for access of the actual book, and information about the type of permission required for its

access (password-based 'node of access requires the knowledge of the hook's password,
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another of its instance variables).

A book may be in one of two states under development or completed ("printed").

This distinction is implemented by a Boolean instance variable released whose value is false

while the hook is under developmem and true when the book is completed. While a

"prerelease" version ol a book may be modified by the author and by all users with proper

access rights, a "released" hook, like a printed book on the shell', cannot be further modified,

not even by its author, although the author can use the released version to prepare a new

version. We will see later that although a released book is essentially a read-only document,

individual users can append private annotations as (lesired and perform other modifications.

However, these personal changes are restricted to personal use and do not affect the globally

accessible released book.

Information about individual users is stored in instances of class User. The main

instance variables of this dass are the user's name and a password which provides access to the

following personal information stored in the renlaming User instance variables: the notepad,

hookmarks, histor) , information about hooks marked by the user, and the desktop. We will

no explain the less obvious of these variables in more detail.

- The notepad is the user's private notepad, an ordered collection of notes. A Note is a

two-element array consisting 01 the date when the note was Created and the text dr the note

itself.

- A bookmark is an object that can be created, annotated, positioned and repositioned

within the book, moved to another book, and destroyed. Just as a conventional physical

bookmark, it pros ides direct access to a location in a book marked hy the user.

Information about books avssed by the user and annotated or otherwise marked is stored
4/I

in instance variable markedB Jooks. 'his object is a collection of lOs of hooks marked by

the current user and provides access to files containing data about the various types of

hook "markings" made by the user. This information is directly associated with the user

and separate from the book itself. When thc user opens a hook, this instance variable is

checked: if the book is marked by the current user, the related files are opened and used to

update the mlormation about the public version of the book obtained from the global file.

The desktop is an ohject containing a snapshot of the state in which the user last left

SOLE. The main instance variables of class Desktop are openBooks and currentBook.

Object openBooks contains a collection of instances of class OpenBookInfo, object

curremBook points into opentiooks. Class Open Root:Info contains the id of a book

currently open on the desktop and information about the user's position in it. When the
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user leaves SOLE and reenters it at a later timc, the desktop Opens in the same state in

which it was left, with all previously open books opened at the same location and the last

active book is active again.

The Bonk

We have already noted that our current work is limited to implementing the overall

SOLE structure and the main components needed in typical CBLE work. Most authors would

probably agree that the essential component of a library is a book. Naturally, modern libraries

contain other items in addition to books but our view of a hook is general enough to

accommodate other types of library resources as well.

As we have already explained, each book is recorded in the catalog and selecting it in

the catalog retrieves the book and displays its table of contents. Our implementation of a book

is hierarchical, modeled alter a conventional book: Each Book object has a tree structure

whose internal nodes are "units" which correspond to chapters, sections, and subsections, and

contain their names and information about their lower level components. The leaves of the

Book tree are sequences of "pages". In implementation terms, a Unit is a dictionary whose

keys are unit names and whose values arc other units or page sequences.

Conceptuall, each page consists of a style sheet and an ordered collection of frames.

At present, a Style Sheet object is essentially a description of the page's background the

collection of items displayed on the screen when the page is activated and before any

information about the contents of the page is examMed. A style sheet may contain buttons,

information about labels and colors, and other window items.

The fact that a style sheet is attached to each page does not mean that the author must

create a style sheet for each new page. When a new page' is created, its style is set to nil and

remains so until explicitly changed by the author via the style sheet authoring facility. When

the page is being displayed to a reader, its style is obtained on the basis of inheritance and the

fact that all pages as well as units have a style sheet: If the page's style sheet is nil, SOLE

looks at the style sheet attached to the parent unit of the page and if it is not nil, it is used to

create the page. If the style sheet of the parent unit is also nil, the style sheet of its parent is

examined, and so on. If none of the parents of the page has a style sheet, the system default

style sheet is used. The default style is designed to satisfy most situations and to eliminate the

need to create style sheets, while allowing style redefinition. This arrangement makes it

possible to define a style for a book unit at any level and override it at page level if desired.
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The concept of a style sheet is tied to class Style Dictionary, a dictionary whose keys

arc style names and whose values are instances of Style Sheet. When an author wants to attach

a style to a unit or a page, he or she has two options: select one of the existing styles stored in

the style dictionary. or create a new style. In creating a new style, two approaches are possible:

The user can either select an existing style and edit it, or create a style sheet from scratch. Both

approaches are interactive and use selection of widgets from a menu and direct manipulation

of their visual representation on the screen.

The page object is not the bottom of the Book hierarchy since a page consists of an

ordered collection of "frames". In our terminology, a Frame is a collection of all changes to

the current display of an existing page that occur when the user indicates that he wants to

proceed to the next state of the book material. A frame might add new widgets to the display

or change an existing window item, for example by changing its position, size, color, or

contents. A frame may also delete a widget. currently on thc screen.

The internal information that makes possible the display of a page as a sequence of

frames consists of a Page Contents Object and a script. A Page Contents object is a collection

of all widgets that %yin ever be displayed on thc current page. In other words. Page Contents is

the union of all window items created by all frames comprising the page. The script is used to

develop a page on the screen one frame after another, and is captured in the instance variable

events, an ordered collection of events, one set of events Ibr each frame. Each set of events

describes what happens in the corresponding frame by referring to objects in Page Contents,

specifying the desired action ("create", "change", "delete"), and supplying the necessary

parameters such as position and size.

In addition to con entional book features, class Book also provides hypertextual

linking. This is implemented via class Link whose instances allow one-to-many annotated

links within a book or hem een dillerent hooks. Link objects are essentially annotated location

pointers whose interpretation is left to the objects pointed to. This makes the linking facility

open-ended since to make a new typks of window itein linkable, one only needs to define a

method interpreting the location pointer for objects in this particular class. A similar strategy

also applies to annotations, making all window items annotatable. Finally, the distinction

between the hook's global links and a particular user's private links is made on thc basis of the

user's markedBooks object.

In addition to the Table of Contents and textual and graphical contents, conventional

hooks often contain an Index and possibly a Glossary. These facilities are also available in thc

Book. A Glossary is a class containing a sorted collection of associations between terms and
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their definitions, and an Index is a sorted collection of terms and their locations in the book.

An Index oNect is "active" which means that making a term-and- location selection from the

Index window (containing two parallel selection lists listing currently available terms and

locations) causes a transition to the indicated location in the Book. The user can modify both

the Glossary and the Index objects without affecting the public Glossary and the Index

attached to the Book via the markedBook instance variable in the User object explained above.

Book authoring principles

The Book authoring !kitty is designed so that most authors will usc it without

requiring any programming. It contains a facility for easy creation of window items for pages

and frames, presently providing test views for the display of len code Views for execution of

Smalltalk code, selection lists, launchers with menus, various types of buttons, and graphics.

The author can create, position, size, and fill these objects interactively after selecting the

desired item type from a menu.

An unusual aspect of the Book is the way in which active window items arc

associated with their functions. In a typical authoring system, functions such as Next Page or

Previous Page are either preprogrammed and assigned a fixed visual representation, or left to

the author to program. The first approach makes it impossible to change the visual

representation and implementation of the function while the second may require extensive

programming. In SOLE, visible representation and function arc separated.

Our goal in separating visible representations from functions is to eliminate as much

programming as possible while retaining maximum customizability. The first goal is achieved

by providing a variety of functions performing common operations such as Search, Open

Index, Open Glossary, Go To Next Page, Go To Previous Page,and so on. However, we do not.

attach these functions to fixed visual representations but store them in a special class called

Book Methods. Class Book Methods is simply a repository ofall methods required by window

items for communication with the user and the display.

When the author decides to implement a preprogrammed function on a page or on a

style sheet, hc or she selects the type of window item from a menu, defines its visual

characteristics, and selects the function performed by the item by choosing the corresponding

method from a menu. This makes it possible to implement, for example, the preprogrammed

Next Page function using one of several kinds of buttons, label it with English text, French

text, or an icon, or to use a pull clown menu to implement it. This separation of function and
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window item type and visual representation makes Book style fully customizable.

In the state in which the collection or functions is provided to the author, class

Book Methods contains the standard functions required by a typical book as indicated above.

However, if authors want to extend the range of functions, for example by creating a function

to open a view capable of logic simulation (for a book on Digital Design), they can add the

necessary methods and make them available through the selection list menu in the same way

as built-in functions. Given the nature of thc Smalltalk environment, new functions can thus be

added relatively easily and without leaving SOLE and Smalltalk.

What we have said so far suggests that a Book is an object with limited means of

interaction and this is true. In particular, Book support does not provide any tools to pose

questions, examine answers, or allow alternative paths through pages. This may be an unusual

limitation for an authoring system but it is intentional since real books do not have any such

mechanisms either. Posing questions, checking answers, and making programmed decisions is

an activity based on hooks but performed by other agents such as instructors teaching a course.

This facility will be implemented separately as class Course.

Conclusion

At the Me iii w ruing. SOLE is limited to the SOLE framework (user and hook

catalogs and other features) and the Book. In our opinion, even this limited system provides a

powerful facility of essential tools tor computer applications to learning. After implementing

the Course facility, SOLE will contain all the mundane features required for CBLE research.

It will then be possible to produce conventional courseware material and courses based on

existing Books, as well as create new types of books with new types of window items such as

digital simulation. Since the Course facility will intercept all communication between SOLE

and the user, it % ill then he possible to use SOLE as the basis for experimentation with more

sophisticated problems such as Intelligent Tutoring Systems or natural language interlaces.

Since the implementation language of SOLE is Smalltalk-80 which is fully portable

across numerous platforms, the completed SOLE will remove limits on cooperation between

researchers using different hardware and software environments.
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Full Integration of CAL into courses and programs:

Today a large percentage of CAL applications are experimental or address a very specific aspect of
a particular discipline area. It is common to see impressive CAL presentations which deal with
only one very small portion of a particular course or program topic. In addition to this hnitation
CAL software often requires the use of expensive equipment that is still rarely available within
small- to medium-sized educational institutions.

Because of their limited scope, experimental nature, and expense, CAL applications often are
justifiably characterized as extensions, enhancements, supplements, accessories, augmentations,
etc. to actual course or program presentations. CAL programs used in supporting roles represent
important and useful educational tools, but because of their auxiliary and/or experimental nature
they are the educational tools which are the most difficult to financially justify. Even in
institutions where CAL has made inroads it is generally the first educational area to be cut in tight
economic times.

If CAL is to become an essential part of the educational paradigms of smaller to medium
institutions CAL applications must not be supplemental but must be fully integrated into courses
and programs. They should also make use of the computing and AV equipment that is already
available in the institution.

Creation of the Stat Tutor:

The authors have developed and classroom tested a CAL statistics application called the Stat
Tutor that is fully integrated into a one semester statistics course. It is used in both lecture
presentations and in out-of-class student explorations and applications. In addition the application
requires only SE or Macintosh Classic computers and overhead projection pads that are already part
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Stat Tutor: Integration of a CAL application into a one semester first statistics course

of Camosun College's AV equipment.

The Stat Tutor is a Computer Assisted Learning application that has been integrated into a one-
semester statistics course at Camosun College in Victoria, B.C. Written in SuperCard®, an
authoring system produced by Silicon Beach Software of San Diego, California for use on a
Macintosh computer, the Stat Tutor is a self-contained program incorporating the history and
purpose of statistics, problem solving techniques, theory, examples, and problem sets. Since the
program includes normal tables, t-tables, chi-square tables and a statistical calculator, students do
not have to buy an expensive statistics textbook and a calculator for a one-semester course.

The calculator supports 26 variable names -- a through z, 50 student defined functions fl through
f50, and full statistical analysis of both frequency data and paired data. It provides graphs of any of
the 50 functions and plots the regression line together with a scatter diagram. The resulting graphs
are copied to the clipboard enabling students to copy any graph to the Macintosh scrapbook and
from there to any application program. A Mathematics Geneva font allows expressions and
functions to be entered in proper algebraic notation. Expressions and functions are then translated
into SuperTalk functions for calculation. The Math Geneva font, developed by the authors, frees
students from FORTRAN like data entry. For example sqrt(2*x"2 + 7*y"2) is entered as
412.x2 + 7.Y2). The calculator is only three text lines wide which allows most of the presentation

screen to be viewed during calculations.

The statistical tables are also approximately three text lines wide and use scrolling fields to
simulate the use of actual paper tables. This feature is very useful in classroom presentation as it
allows the instructor to simulate the steps students use in table look ups.

The program is adaptable to any one-semester 100-level or 200-level course, including those that
require a calculus prerequisite. Student workbooks that echo the in-class presentation are sold at
the College bookstore at cost. At present, any student owning a Macintosh computer may have a
copy of the Stat Tutor.

In the classroom, a Kodak projection pad connected to a Macintosh Classic computer projects the

lesson onto a large screen. Essentially, the Stat Tutor used as an instructional tool is a
computerized overhead projector presentation in which material is normally covered by a piece of
paper then revealed as the topic is discussed. The student workbook reflects the projected, or on-
screen, lesson. The workbook has blanks that a.e filled in by the students as the information is
revealed on the computer screen. This approach obviates the need for students to take copious

notes which is usually counter-productive because students generally lack the outlining skills
necessary to take worthwhile notes and consequently waste a large portion of class time trying to
decide what is important and how best to write it down. Students take home with them the lesson

with the important information high-lighted in their own handwriting. In this way the
information essential for students to remember, such as formulas and steps in theoretical

development is emphasised.

The speed of presentation or review can be specifically geared to the audience. Review material or
material a particular class finds easy to understand can be rapidly covered which leaves extra time

for any topics which a class finds more difficult.
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Stat Tutor: Integration of a CAL application into a one semester first statistics course
On the computer, the "blanks" are "buttons". Information is uncovered a blank at a time by
clicking on a button with the mouse. By selecting Show from the pull-down Edit menu, all the
information on the page is revealed. In a similar fashion all the material can be covered by
selecting Cover. Show and Cover activities are useful when students want to try a problem again
on their own after reviewing the steps, when students simply want to check if they have copied
their notes correctly, or during class room presentations. The use of pull down-menus frees
almost the entire computer screen for the presentation of information. This is particularly
important when one of the low end small screen Macintoshes are used.

Another method of presentation involves animation which can effectively emphasize some types
of lesson material. Examples of the use of animation in the Stat Tutor include the demonstrltion
of the relationship between the sample space and a random variable, the generation of probability
distributions from the values of a random variable, and the graphing of scatter points and the
accompanying regression line.

The Stat Tutor uses minimal programming structure both in navigation and in presentation.
Navigation is accomplished by selecting a chapter to view from a table of contents. Within a
chapter a particular page is selected from the chapter index. From any page students can move to
the next page, previous page, chapter index, or to the table of contents by the use of a pull down
menu or the equivalent hot keys". This structure allows students to move to any page of the
computer book in no more than four steps.

Students have access to Stat Tutor on twelve Macintosh computers in the College library as
well as two in the Math Lab. Students use the computer lab to work problems, to check answers
to problems they have done at home, and to obtain notes that they missed in class. They review
problem solutions by uncovering the solution step by step. Students are encouraged to work
problems out using a pencil and paper and only uncover steps to check their own work. From any
screen of the computer book students have access to the statistics calculator and statistical tables.

A mathematics tutor schedules a portion of her time in the computer lab. She shows students how
to run the Stat Tutor program, answers questions about statistics topics, and also helps with other
mathematical subjects. A very small amount of time is required for students to become totally
proficient in running the Stat Tutor program.

Students have been involved in the project in an intimate and creative manner. The debugging of
the Stat Tutor application was primarily accomplished through student critiques of the program.
The initial problem set has been greatly expanded and enhanced by the use of problems generated
from student team projects.

In order to expand and enhance the number of problems and applications in the Stats Tutor an idca
stimulated by Dr. Ben Schneiderman's ICCAL '92 presentation "Engagement and Construction:
Educational strategies for the post-TV era" was used. (Schneiderman, 1992)

hi a class, students are broken into project teams of two per team. During a semester five projects
arc completed. The projccts replace the five term test that are normally part of the course.
Projects require the creation of a real world problem from each of the topics covered during the
project period. Sources that problems may be taken from include world ncws, Canadian news,
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local news, and Camosun College publications. In order to avoid any copyright problems students
are .old not to simply quote news sources verbatim, but to use the news source as the basis of the
problem. Projects must contain clear and grammatically correct problem statements which include
the news source and the names of the authors. Problem solutions must be clearly presented,
grammatical, and mathematically correct.

Students are encouraged to attend class because a great deal of additional material is given during
class time in response to student questions and comments. An initial worry was that giving
students the ability to obtain notes without attending class might drastically decrease attendance;
however, this has not turned out to be the case. Most students realise the advantages of the
classroom presentations and of other students' questions and comments.

The problem sets produced by one class are used in the next class. Project problem sets are broken
into five project areas instead of the usual textbook approach of putting problem sets at the end of
each section. The project approach requires students to determine which technique is appropriate for
the solution of each problem because the normal section clues are not available. Using projects in
this manner helps students develop the ability to determine which methods are appropriate without
knowing which section a problem comes from. This approach should reduce the number of
frustrated students who express their frustration with comments like, "I don't understand how I
failed that test. I could do all of the problems when I did my homework.".

Creation of their own problems requires students to really understand the material and to appreciate
statistical applications in the real world. Since every project group is guaranteed at least a "Galley
Proof" assessment, teams really value the written critiques provided. This is in sharp contrast to
the typical response to comments made on tests which all too often students don't even read, or
read only in a very superficial manner. In the project environment students must read and
understand the comments if they are to correct their mistakes and get credit for a project.

Projects are graded as "Camera Ready", "Galley Proof", "Second Draft", "First Draft", and "Rough
Draft". Projects must be re-submitted until they receive a grade of "Camera Ready" or "Galley
Proof". Completed projects are combined into a problem set which gives the names of the creating
project team members and becomes part of the problem sets for future classes. Students show a
great deal of pride in seeing their names and their projects published in a book that will be used by

other students.

The rich diversity of the problems students have generated came as a very pleasant surprise. One of
the main reasons for this is probably the wide variety of individual student interests. Problems
come from a much wider range of human endeavors than any one individual would ever have been

able to create.

Evaluation of the Stat Tutor:

Perhaps the main disadvantage with this instructional paradigm is that the maximum number of
teams an individual instructor can comfortably supervise seems to be about eight. Some initial
experience with teams of three suggests they do not work nearly as well as teams of two. Teams
of two honestly share the work load while in teams of 3 it is much easier for one member to
piggyback on the other two members. A typical university transfer class at Camosun College has
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42 students so the Project approach has only been used with technology bridging students since
their typical class size is about 16.

The Stat Tutor has been used at Camosun College in Math 116 and in Math 218. Math 116 has
a prerequisite of grade 11 mathematics and satisfies the statistics requirements for various social
science programs including the criminology program at Camosun College. Math 218 has a
prerequisite of one semester of Calculus and satisfies the requirements of various university and
college programs requiring statistics with a Calculus component.

In the future it would be interesting to compare pass and fail rates of classes which use Stat
Tutor with those that use conventional teaching methods. Designing a proper statistical
experiment must consider the effects of different instructors, different textbooks, different class
rooms, etc.

Class attendance in classes using Stat Tutor has bee:, very good. The potential problem of
having students skip classes because they can get their notes in the library has not occurred.

Student reactions have generally been positive to the use of the Stat Tutor. Reactions to the
project approach has been somewhat more mixed. Some students seem to feel that they work
harder than they would in a normal testing environment. It is the opinion of the authors that while
students may work harder they have a much better understanding of how statistics are used than
students who have not had to consider which situations require the use of which statistical
concepts.

Other members of the Camosun College Math department have been slow to use the Stat Tutor.
Some of the instructors continue to resist the daily use of computers in the classroom. Instructors
who are knowledgeable about computers often want to modify the material to better suit their
teaching styles. However, once they realize the amount of time and effort that is required to create
or modify a CAL tool that is used in every class period for an entire semester they soon return to
the familiar standard blackboard techniques.

Reference
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The Effects of Field Dependence/Independence and Computer Expertise on
Learning Application Functions in a Graphical User Interface

JOHN G. TYLER
113M Corporation, Multimedia Systems Design

1000 NW 5Ist Street Boca Raton, FL 33432

The advent of multimedia personal computing systems brings with it a wide array of chal-
lenges for the software designer, particularly with respect to the design of human-computer interface
(HCI) features. For an industry still struggling to fully exploit the capabilities of advanced graphical
displays in personal system graphical user interfaces (GUIs), managing the additional complexities
of audio, image, and motion video elevates this design challenge to a new level.

Exploiting multimedia capabilities is particularly attractive for those applications whose
main purpose is accessing and/or transmitting information to the user. For more general-purpose
computer applications such as word processors, spreadsheets, graphics editors and databases, the
impact of multimedia may appear to be peripheral. Yet there is potential to transform one common
feature of nearly all computer applications: online help. Online help can and should provide the
instructional resources that a new application user needs to climb the learning curve. Today, how-
ever, there are few applications where online help can achieve that objective.

Currently, application help is typically 100 percent text-based. Only recently have a few
applications incorporated graphical content into their help panels. With multimedia features now
available for most personal computers, online help may become the one essential finiction where all
general-purpose applications can exploit multimedia capabilities. Before that can occur, however, a
significant leap forward in online help design must be achieved. Design innovations must be driven
by research, particularly in educational multimedia and hypermedia.

A research question of particular interest is whether the visual, pictorial display of applica-
tion functions in online help can have a significant impact on the rate of learning application
functions. More important than this question, which concerns the main effects of instructional
treatment, is thc question of individual differences in response to the instructional treatment. Spe-
cifically, do differing levels of computer competence or expertise affect learning in a multimedia
help environment? Similarly, does a computer user's cognitive style affect their learning outcomes
when learning from online help in a multimedia user interface?

To investigate such questions, a prototype multimedia help enahlcr was developed. This
research project explores the design possibilities and consequences inherent in multimedia online
help systems. The goal was to design and prototype a multimedia help enabler, and to understand
some of the impacts that visually enhanced help would have on users those who increasingly rely
on help, rather than manuals, to learn to use applications.

The Research Problem

Human-computer interfaces (HCI) provide an environment for the interaction between a
human user and the highly dynamic operations of a computer. Graphical user interfaces (GUI), a
variety of HCI, use pictorial as well as textual display elements to represent computer states and
functions (Shneiderman, 1983; Horton, 1990). Different computer functions are understood to
varying degrees by users who have learned computer operations. Learning to recognize and
manipulate computer functions may require learning from information displayed online, in the form
of system or application help messages. Online help messages typically consist of textual messages
that explain a function or feature related to the help topic. Although functions are routinely repre-
sented in the GUI using non-vcrbal pictorial elements, online help messages rarely incorporate such
message elements.

Instructional message design principles suggest that th-: modality of message elements used
in performance situations should be the same as the modality employed during instruction (Fleming
& Levie, 1978). Instructional design theory also suggests that the better a symbol system conveys
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the critical features of a concept or task, the more appropriate it is during instruction (Salomon,
1978). Reinforcing information presented verbally with appropriate visuals has been shown to
result in significantly greater learning over presenting verbal messages alone (Fleming, 1987).

Cognitive style research has shown that field independent subjects identify and distinguish
objects in a complex visual field more readily than field dependent subjects (Witkin et al., 1977).
Such findings suggest that field independent computer users may learn more readily in an unfamiliar
graphical user interface than would those who are more field dependent.

Comparative expertise research has shown that when introduced to new computer systems
or applications, computer users differ widely in initial performance, depending primarily on the
extent of their prior computer experience, and to a lesser degree on the difference between the type
of interface encountered previously and the one being introduced (Whiteside et al., 1985). These
findings confirm that where the potential for direct skill transfer exists, initial performance will be
higher than where no prior experience exists. In novel user interfaces, however, the potential for
skill transfer may be reduced to such an extent that some "experts" may learn even more slowly than
"novices."

Prior research does not, however, provide clear answers to the following instructional
design and human-computer interface design questions: Would either the user's level of field inde-
pendence or level of computer expertise moderate the effectiveness of specific message designs for
online help? In particular, would the level of field independence interact with varying levels of pic-
torial content in online help to influence performance on tasks in a GUI? Would the level of
computer expertise interact with varying levels of pictorial content in online help to influence per-
formance on tasks in a GUI? Would particular combinations of field dependence/independence and
computer expertise interact in unique ways with varying levels of pictorial content in online help to
influence performance on tasks in a GUI? These three questions embody the problems investigated
in this study.

Graphical User Interfaces and Visual Learning

Pictorial or graphical user interfaces are rapidly replacing textual interfaces as the primary
means for manipulating system and application functions, particularly on microcomputers used in
office settings. By representing state and function using non-verbal, graphical elements, both static
and dynamic, a graphical user interface can achieve greater expressive power than a purely textual
user interface (I Iorton, 1990). By improving the fidelity of system function and state representation,
a GUI should improve a computer user's ability to learn and use a wider range of functions than
would be expected when a textual user interface is employed. Online help systems display docu-
mentation for computer operations and application functions via video display terminals (I lorton,
1990).

Online help messages consist primarily of textual (visual-digital) message elements that
verbally describe the help topic. Online help messages rarely incorporate pictorial (visual-iconic)
elements that visually illustrate the help topic. This would be an appropriate design where the user
interface is primarily verbal and textual in nature. Instructional message design principles suggest,
however, that online documentation describing the use and manipulation of visual-iconic elements
in a graphical user interface should itself contain visual-iconic elements that refer to and depict the
computer operations and application functions.

As computer users interact with their systems using graphical, direct-manipulation tech-
niques, learning computer functions shills from a primarily verbal paradigm to an increasingly
visual one. Strong verbal language skills cease to be the dominant aptitude for successful perfor-
mance. Visual, non-verbal language skills should take on added value and have greater influence on
concept attainment. 'Ibis assumption follows from Paivio's dual-coding theory (Rieber and Kini,
1991).

Two aspects of dual-coding theory arc significant when considering online help message
design. First, verbal and visual cognitive mechanisms are interrelated; their learning effects are
symbiotic. That is, information that is coded in both verbal and visual modes will be remembered
more readily and more accurately than that which is coded only in one mode (Fleming, 1987).
Dual-coding theory also suggests that visual stimuli will be encoded more frequently in both modes
than will verbal stimuli, thus strengthening the value of visual, non-verbal stimuli for instruction.
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Visual learning theory differentiates between presentations using static and dynamic
graphical presentations. Graphics arc believed to be effective attention-gaining devices (Rieber and
Kini, 1991). When appropriately designed, graphics can enhance learning during computer-based
instruction. Animated, or dynamic, graphical images are fundamentally different from static graph-
ics. Animation in computer-based instruction involves rapidly updated computer screen displays,
presenting the illusion of motion. Because computer states and functions are themselves dynamic,
their pictorial or iconic representations in the graphical human-computer interface may be animated
under specific conditions. Just as online help presentations should incorporate the pictorial elements
found in the I ICI, those eh ments should be animated if they are to be an effective representation of
the interface during online Instruction.

Individual Characteristics and Performance in IICI

Cognitive style: Accumulated evidence indicates significant variability of performance
when users are first introduced to unfamiliar computer systems and applications (Whiteside et al.,
1985; Pocius, 1991). Although the sources for such variance are too numerous to itemize, and while
most sources have not been reliably measured, human-computer interface research is becoming
increasingly focused on identifying the factors involved. For example, I ICI research shows that
ability, academic background, age, and previous computer experience are related to computer course
performance (Pocius, 1991). From among several psychological characteristics that have been
found to influence learning with computers, two have becn selected for examination in this research:
(1) cognitive style, and (2) computer expertise.

In their review of cognitive style research, Witkin et al. (1977) describe four essential
characteristics of cognitive style. Cognitive style (1) refers to individual differences in how people
perceive, solve problems, and learn; (2) is a pervasive dimension that influences personality, not
only cognitive processes in a narrow sense; (3) is stable over time, although it may be easily
manipulated or altered; and (4) is a bipolar dimension, where "each pole has adaptive value under
specified circumstances, and so may be judged positively in relation to those circumstances'. (p.
16). Witkin's research identified the cognitive style dimension of field dependence/independence
(MO, and has become the most widely investigated and applied to educational problems. His
theory of cognitive style is not intended to narrowly categorize individuals as "field dependent" or
"field independent". Rather, these are convenient, if somewhat misleading, labels for extremes of
performance on perception tests (e.g., the Embedded Figures Test). In defining field
dependence/indepenuence, Witkin et al. (1977) assert:

Because scores from any test of field dependence/independence form a
continuous distribution, these labels reflect a tendency, in varying
degrees of strength, toward one mode of perception or the other. There
is no implication that there exist two distinct types of human beings." (p.
7)

In describing individuals cognitive style, Witkin et al. consistently refer to relative, rather
than absolute, characteristics. For example, "relatively field independent persons have been found
more likely to impose structure spontaneously on stimulus material which lacks it" (1977, p. 9), and
"the relatively field dependent person tends to adhere to the organization of the field as given" (p.
9). An individual's ability to perceive structure in a complex visual presentation, such as a computer
application in a GUI, and to be able to correctly interact with that presentation, is expected to corre-
late positively with that individual's tendency to be field independent.

Computer expertise: Another factor that significantly affects performance in the human-
computer interface is a user's level of computer expertise. In comparative expertise research,
performance differences between novices and experts are analyzed, often in regard to how they per-
form in problem solving situations (Usgold et al., 1990), or on other cognitive operations such as
memory and perception (Aster & Clark, 1985). Whiteside et al. (1985) demonstrated consistent
differences between expert and novice computer users' performance on tasks in unfamiliar and
familiar user interfaces. The more familiar the user was with the style of interface presented, the
higher their performance tended to be. User knowledge of computers, in most cases directly derived
from experiences using them, is believed to be the most significant factor affecting computer user
performance (Moran, 1981).
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Applying ATI Research to Online Help Design

Aptitude X Treatment interaction (ATI) research is appropriate where the instructional
design problem involves determining how specific elements of an instructional message might affect
learning for certain individuals under certain task conditions (Clark & Salomon, 1986). In the
design of online help messages, for users differing along dimensions of cognitive style and com-
puter expertise, the instructional designer seeks to determine the level of information abstraction and
the combination of media attributes that should be applied in order to maximize individual learner
performance.

The general and specific effects that aptitudes such as fit.: d independence have across a
variety of instructional treatments need to be better understood. ATI research techniques may be
usefully applied to investigate such effects. Snow and Lohman (1984) describe the goal of theories
of instructional treatment design: "There was a clear prescriptive goal for such a theory. It was the
design of an adaptive instructional system ... [providing] alternative instructional treatments to fit
the major differences in aptitude profiles among students" (p. 350).

One of the advantages of computer-based instruction, including the use of online help to
provide instruction on the control of computer functions, is its potential to adapt each presentation to
aptitude and ability characteristics of the learner. Where these characteristics can be relkoly mea-
sured and understood with clarity and precision, it would be possible to apply instructional design
principles so that the presentation can be adjusted to optimize the fit between the learner and the
lesson. In order to design and validate adaptive instructional systems, principles defining the rela-
tionship between learner characteristics and specific instructional treatment variables must first he
identified and their reliability established. This is a fundamental research objective of instructional
designers developing intelligent tutoring systems (Wiggs & Perez, 1988; Perez & Seidel, 1990).
This study pursues the validation of one such adaptive instructional design principle.

The goal of this research is to demonstrate principles of instructional design relevant to thc
design of online help in a graphical user interface. In addition, this research seeks to determine
whether any aptitude X treatment interaction effects (between an individual user's cognitive style or
level of computer expertise and the online help design) have a significant influence on learning and
task performance in a GUI. Such research findings will help to advance the design of adaptive
instructional computing systems.

Research Questions

The specific research questions addressed in this study are:
1. Is a computer user's cognitive style (field dependence/indepcndence) significantly

related to his or her performance on tasks in a GUI application where instruction is provided by
online help?

2. Is a user's initial competence in GUI-based tasks, as a reflection of his or her level of
computer expertise, significantly related to his or hcr overall performance on tasks in a GUI applica-
tion where instruction is provided by online help?

3. Does the user's cognitive style (FDI) interact significantly with the presence of dynamic
pictorial message content in online help to affect performance on tasks in a GUI application?

4. Does the user's level of initial competence interact significantly with the presence of
dynamic pictorial message content in online help to affect performance on tasks in a GUI applica-
tion?

5 When examined as combined traits, do levels of a user's cognitive style (TDI) and initial
competence interact significantly with the presence of dynamic pictorial message content in online
help to affect pertonaance on tasks in a GUI application?

Methodology

These two independent variables, field independence and computer expertise as mea-
sured by the Group Embedded Figures Test (GEFT) and a computer experience survey instrument
derived from the 1986 National Assessment of Educational Progress (NAEP) Computer Compe-
tence Test, respectively arc analyzed as aptitude factors in an analysis of variance with
performance on a training posttest as the dependent variable. Performance is assessed taking task
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difficulty, percentage of task complete, and time to task completion into account. Subjects were
sampled from among volunteer business majors enrolled in a managerial accounting course. Those
subjects who were at least .5 standard deviations away from the mean on each factor were selected
to attend an individual training session. "I his sample population exhibited essentially normal distri-
butions for both computer competence and field independence aptitude factors. Both aptitude
measurement instruments were administered in a classroom at the university campus. Training was
conducted at a corporate product evaluation center near the university.

After an introductoty videotape lesson describing the computer system, the subjects com-
pleted an interactive online tutorial. All subjects then completed a threc-task pretest covering system
and application operations (e.g., create a folder, open a file, etc.) in the graphical user interface. The
total performance score from these three tasks establishes a pretest performance score for each sub-
ject. Subjects were assigned to treatments from matched-pairs. Two subjects whose aptitude
variables most closely matched were alternately assigned to either the Text-Only Help (roll)
treatment or the Text-with-Motion-Video (TMVH) treatment. The subjects then completed 12 les-
sons arranged as a sequence of tasks covering the operations of the system GUI and the graphical
spreadsheet application. The tasks in these lessons were arranged in order of gradually increasing
difficulty. After the 12 lessons were completed, a three-task posttest is administered, repeating the
tasks and subtasks of the pretest.

In the experimental instructional treatment, dynamic pictorial message elements were dis-
played using a digital motion video playback feature integrated with the application help facility.
The help text messages in both treatments were identical. To view the help text messages, the sub-
ject had to select the system or application help function. To view a video, in the TMVH treatment,
the subject must first open the text help window, and then select a Video button within that help
window. Video segments wcre produced to simply protray a given procedure or function. The
video segments were dynamic, real-time visualizations of the help messages verbally presented in
the help text windows. The principle of dual-coding was rigidly adhered to, insofar as the digital
motion video presentation format made possible.

Results

A sample of university students enrolled as business majors were drawn from a pool of
volunteers for computer training. The students were told that the training would introduce them to
an advanced personal computer operating system (IBM Operating System/2 v2.OTM) and a graphical
spreadsheet application. The training would be held at a nearby corporate product evaluation center.
The students were advised of the preliminary testing to be held on the university campus. 33 stu-
dents attended these testing sessions during the Fall semester, 1992. At these sessions, students
were given the 18-item (Iroup Embedded Figures Test (GEFT) and a 94-item Computer Experience
and Competence Survey (CECS). The latter instrument was developed specifically for this study by
the author. Thesz: test sessions ran 1 hour, and all subjects completed both instruments.

Subjects from this sample were selected on the basis of extreme scores on GEFT and the
CECS_E (subscale for computer experience). Subjects with scores falling 0.5 standard deviations
from the mean on both scales were identified. 22 subjects thus selected were then matched on the
basis of both GEFI' and CECS_E scores, forming 11 pairs. One subject from each pair was
assigned to the Text-Only Help (T011) treatment, and the paired subject was assigned to the Text-
plus-Motion-Video Help (I'MVI I) treatment. The 22 subjects were then scheduled for individual
training sessions. Of these 22, 16 subjects attended the training and completed at least half of the
instructional sequence (an instructional video tape, an interactive computer system tutorial program,
plus six of twelve task-oriented CBI lessons). Six subjects who originally were scheduled did not
appear for the training, or appeared but did not complete at least six lessons. This experimental
mortality threatens internal validity of the study, but a series of t-tests show the final sample does not
differ significantly from the original sample on either of the aptitude variables (GEFT or CECS_E).

Data for the final sample of 16 subjects who completed the training was analyzgd using a
3-way (2*2*2) factorial analysis of variance with posttest performance F.et as the dependent variable.
Pretest performance is taken into thc model as a covariatc to minimize the within group error terms.
This is useful because of the very high correlation between the pretest and posttest scores (Stevens,
1990). As will often occur in randomized block designs, treatment mortality resulted in unequal cell
sizes. This required the use of least squares means on which to base group comparisons. These
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were then used to test significance of first and second-order effects (main effects and interactions).
Figure 1. below gives results for the ANOVA model POST-= TREATICECS_EIGEFT PRE.

General Linear Models Procedure

Dependent Variable: POST
Sum of Mean

Source DF Squares Square F Value Pr > F

Model 8 27475.31520 3434.41440 4.34 0.0138
Error 11 8697.30280 790.66389
Correz:ted Total 19 36172.61800

R-Square C.V. Root MSE POST Mean

0.759561 21.74522 28.11875 129.3100

Source DF Type III SS Mean Square F Value Pr > F

TREAT 1 29.00314 29.00314 0.04 0.8516
CECS_E 1 1313.19534 1313.19534 1.66 0.2239
GEFT 1 274.74067 274.74067 0.35 0.5675
PRE 1 16709.80637 16709.80637 21.13 0.0008
GEFT*TREAT 1 1852.22556 1852.22556 2.34 0.1541
GEFT*CECS_E 1 2112.52215 2112.52215 2.67 0.1304
CECS E*TREAT 1 4657.78059 4657.78059 5.89 0.0336
GEFT*CECS_E*TREAT 1 80.53677 80.53677 0.10 0.7556

CCT_E TREAT POST
LM4EAN

o o 153.154445
o a 123.790931
1 o 98.070227

1 1 132.696897

Figure 1. ANOVA Results (SAS GLM Procedure)

When accounting for the influence of pretest scores on posttest performance, the interaction
of computer experience with treatment (an Aptitude X Treatment Interaction) is a significant effect
with w=0.05 (F=5.89, p=0.0336). The significance and direction of the interaction between com-
puter expeiencc and treatment in this analysis demonstrates evidence of a relationship between prior
computer experience and the relative effectiveness of multimedia-enhanced online information, for
certain populations of users. Figure 2, below, depicts this interaction graphically, by plotting the
posttest cell means (least squares means) for the computer experience by treatment interaction.

a Expert

III Novice

Figure 2. Aptitude X Treatment Interaction (TREAT X C ECS_E)
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The results of this study should reinforce the efforts of researchers to better understand the
complex relationships between aspects of cognitive style and instructional message design variables.
Novices appear to be negatively influenced by the presence of motion video presentations in the
online information, while more expert users appear to benefit from the added dynamic visualization
that motion video affords. Considering this interaction, it is reasonable to assert that the novice
users readily engage in reading the text messages to learn new application and system function, but
that the video images fail to reinforce these textual messages. This may be due to the novices rela-
tive lack of prior learned mental models with which they might comprehend the dynamic
visualizations. More expert users have developed such mental models and may thus readily learn
from these dynamic visualizations.

These findings should be viewed in a very tentative manner. The sample size in this study
was very small, and the computer experience scale used is not well understood. Further studies are
underway using this instrument, with alternate methodologies, to examine similar research ques-
tions. These results should, however, be of intercst to researchers investigating other aspects of
computer-based instruction design, particularly as applied to the design of online help and interac-
tive system or application tutorial software.

Summary

Principles of instructional message design should be carefully applied to the design of
online help in human-computer interfaces. Where those interfaces employ direct manipulation
techniques, and rely on the use of pictorial symbols (icons) to represent system and application state
and function, online help should also employ similar information representation symbologies.
Learning should improve as the instructional conditions more closely resemble the criterion task
performance conditions. Computer user aptitudes influence the way they learn and perform in the
human-computer interface, resulting in detectable aptitude X treatment interactions. Detailed
knowledge of such ATI effects may be useful to designers of adaptive instructional systems. This
study identified one such relationship that exists among these design and user characteristics.
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Introduction: Research and Theory of Multimedia in Education

Incorporating multimedia in the classroom is not a new idea. We have all seen audio/visual
educational unit3 on a variety of topics produced sometimes by teachers, but most of the time by
professional or academic instructional designers. And most of us agree thateducation should take
advantage of the power of these media. However, students traditionally have been fixed at the
stationary and passive endpoint of these instructional units. This paperdiscusses the use of a new
multimedia technology, the Macintoshrm computer software Media Tea, which empowers students

to be active participants in their education.
There is a long history of research on the effects of media on learning, much of it dealing

with single media (for reviews of the literature, see Clark, 1983, Clark & Salomon, 1985, Pintrich,
Cross, Kozma, & McKeachie, 1986, or Kozma, 1991). This research has focused the effectiveness
of various media for learning and instruction. Extending this work to the frontier of multimedia
research, researchers are exploring what functionalities of multimedia systems are beneficial to

learning from instructional units. We diverge from this line of research following two insights in

the recent educational research literature.
The first insight was a distinction made by Papert (1990) between instructionism and

constructionism. This distinction forms the cornerstone of our beliefs about how multimedia

should be used in the classroom. Instructionism is the notion that students are receptacles for the

knowledge that the teacher or some other instructional medium imparts to them. Papert takes two

steps away from this notion, first with constructivism and second with constructionism, where:
"The word with the v expresses the theory that knowledge is built by the learner,

not supplied by the teacher. The word with the n expresses the further idea that this
happens especially felicitously when the learner is engaged in theconstruction of some-
thing external or at least sharable ... a sand castle, a machine, a computer program, a
book." (Papert, 1990, p.3)

The other insight on which our divergence is based is a distinction we attribute to Salomon,
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Perkins, and Globerson (1991), a distinction between the effects on student cognition with
technology as opposed to effects of technology. In studying the effects of technology, researchers
gather evaluation data after the student stops working with the technology. When studying the
effects with technology, researchers evaluate the student/technology system to understand how the
student changes.

We characterize mainstream educational research on multimedia as exploring issues related
to the effects of technology within an instructionist paradigm. Our position, however, is that the
most fruitful research of multimedia in education is in studying the effects with technology in a
constructionist environment. In a constructionist environment, students work with media rather
than being the receptors of it. Tools that allow the creation of multimedia artifacts to be as easy (or
as difficult) as writing a book, building a sand castle or a machine would empower these students.
To this end, the Highly Interactive Computing Environments (HiCE) group at the University of
Michigan developed MediaText', a software multimedia composition tool. In brief, MediaText is
to various media as a word processor is to text. It allows the user to create documents containing
text, graphics, animations, sounds, and video. MediaText requires the student to be creative in the
same way a word processor does in writing a paper, as well as providingstudents with choices
unavailable before; that is, the ability to express themselves with images or sounds, and with text.
The purpose of the study reported in this paper was to observe the uses students made of
MediaText, and to describe the distinctive attributes of their multimedia compositions.

MEDIATEXT: A MULTIMEDIA COMPOSITION TOOL

MediaText was intended to providing teachers and students with the expressive capabilities
of multimedia and computers, but with none of the previously associated up front cost of learning
a traditional programming language, or even HyperCard, to workwith different media. The main
features of the program seen in Figure 1, below, are as follows:

Azandashyludzseszu comprises the left-hand three-quarters of the document window
and allows for multiple styles, sizes and fonts.

MediaLinks are icons which represent the media incorporated in the current document.
Clicking these icons plays back the MediaLink.

The Media Margin on the right-hand side of the document window which contains the
MediaLinks maintains the spatial relationship between the MediaLinks and text in the word
processor while scrolling, so that MediaLinks remain next to the text where they have been placed.

-The MediaLinks Menu is a pull-down menu through which Media Workshops which
contain tools for creating, selecting and/or editing Merlig inks that play graphics, animations,
sounds, videodiscs, audio compact discs, and other documents.

.ThLyitimusranithigusaungiraThawmisabol incorporate controls for a
computer-controlled videodisc player or CD-ROM drive wherein an author creates a
MediaLinks by selecting starting and ending frame numbers or time code.

-The Graphic Workshop is a built-in drawing editor with the capability to animate
drawn objects simply by recording the author's motion when an object is moved across the
screen.

The Sound Workshop allows the author either to digitize sound, or to import a
previously created sound file.

The Ouicljimem Movie and PICS Animation Workshops link QuickTimen1
Movies and cell-based animations of the PICS file type to a MediaText document.

The Application and MediaText Link Workshops links any other document
(MediaText documents for hypertext capability) or application.
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Figure 1: A Sample MediaTexi documem

jon's phrics final I
scalar quantity has magnitude but no direction, such as
A vector quantity has both direction and magnitude, suc
you need to know where you should apply force (right-si
57 degrees, etc.) For example, this bullet would have MI
but not broken it if It didn't have enough force. This got
the golf ball at both the right angle so it goes in the rig application Link...
and s/he is hitting the golf ball just hard enough to go MediaTeNt Link...
but no further. This is 11 good example of a vector quant

Modify Links Mode XL

MedIdLinks
Graphic...
Sound...
aulckTimaTM Mauls...
Wdeadicc...
CD audio
PICS animation...

CHAPTER 1WO: Motion in one and two dimensions
The average velocity is the average amount of speed

an object has. Average velocity is the change in distance over the
change in time.

Instantaneous velocity is the limit of the average velocity as the
time interval At becomes extremely short.

The instantaneous speed (scalar) is the magnitude of the
instantaneous velocity.

Acceleration is the change in velocity divided try the time interval
in which the change occurs.

Instantaneous acceleration equals the slope of the velocity-time
graph at that instant of time.
*** Apralo video clip is from the for All Plankiiid videodisk, side one.

While the speed of this rocket may be very fast after it has
traveled for one kilometer, it has a slower average velocity because
the average velocity would include the velocity right after the

engines were fired.
*** Farce Yideoclip is from the Physiced Science Videodisk,

side one.

Description of the Study

HIP

Avg velooit Chap 2)

:
Instant Wiocity (Chap.

: re::::
Acorleration

91:
41: :

Instant Aeookration

MediaText was first used during the 1990-91 school year at Community High School in Ann

Arbor, Michigan.Community is an alternative public high school where students are admitted to
the school on a first-come, first-serve basis with no other entrance requirements. Typically a small

proportion of the community's minority students elect to enter this school.
The computer lab in which the students in this study did their work was available to all

students every afternoon from 2 to 5 PM and equipped with ten networked Macintosh 11 and SE

computers, and a LaserWriter. These stations were connected either to videodisc players or to CD-

ROM drives. Other equipment and materials available for student use included hand-held scan-

ners, sound digitization hardware, a clip-art library, and videodiscs ranging from discs designed
for classroom use to popular movies. Students used their own audio compact discs.

We studied the work of students who used MediaText to meet assignments in four classes

conducted over the course of the school year English Composition and Physics during the fall

sem ;ster; Science and Society, and a course entitled "Multimedia: Art and Technology" during the

winter semester.
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English Composition

In theEnglish Composition class, Media Text was used for two assignments by small groups
of students volunteers working with a technical support person in the computer lab while the rest
of the class worked on the same assignment with the regular classroom teacher.

The genre of the first assignment used with Media Text was "biography." The entire class
devoted two weeks to the assignment; students under study took from three days to two weeks to
complete their work. The students chose subjects for their biographies ranging from friends of the
author to local television personalities and musicians. For the second assignment, writing a "how
to" essay, the students working with Media Text chose topics such as "how to be annoying," "how
to skip school," and "how to be a leaf."

Physks

In the Physics class, the class was divided in half, and two days of the week each half of the
class worked in the computer lab with a technical support person. Media Text was used in this class
first on an ongoing basis; students were asked to keep a "chronicle" or journal of what they had
learned in class, illustrating this journal with Media Links. At the end of the fall semester, the
Physics students were given the option of either taking the standard semester final exam, or
creating a Media Text document that would discuss and/or demonstiate all the concepts covered
during the semester. Students choosing the multimedia option were given a list of topics to cover
and were required to use a variety of media to illustrate their final papers. These students were
allowed to use the time the rest of the class spent reviewing for the in-class exam working on their
papers, approximately eight class periods.

Science and Society

The focus of the Science and Society class was to study how scientific ond technological
improvements affect societal practices and vice versa. For an assignment on the development of
scale type transportation, six student volunteers were selected to work with Media Text.

Multimedia: Art and Technology

The course entitled "Multimedia: Art and Technology" was focused simply on using
Media Text. This course was offered after school with three members of the research team as
instructors. Nine students were chosen out of those who signed up on the basis of their schedules
to ensure that they would be able to meet after school for two hours each week and that they had
free access to the after school computer lab hours. Students in this class were assigned five
Media Text projects over the course of the semester as described, in order, below.

Ingoduktory Assignment was an open-ended assignment designed to allow students to
freely explore the media available to them.

My Greatest Fear was an assignment wherein students were asked to create a document that
would convey to their readers their feelings of fear.

fly assigned the students to report on a city of their own choice.
Video Tape was an assignment wherein students were given a Media Text document

containing a brief outline of a class discussion of the production of a videotape that would promote
MediaText to an educational audience.

agnathing_12001c4 was the fmal assignment where students created a MediaText
document about some object or experience without showing it or naming it directly.
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Several of the students in this class produced documents for other classes or out of personal
interest aside from the assigned projects. These documents were included in the total for this class
and are labeled Independent Work.

Results

Our data set, summarized in Table I, below, was comprised of sixty-two documents
authored by twenty-two different individuals.

Table 1: AT and IC documem typing by Class & Assignment

Class
(Assignment)

of n of I n of 1 of I

students 'documents! AT does IC does

Composition (totffi)
15109rdobel

How To

Multimedia: Art &
Technology (total)

Inftduotory Assign.

Hsi Greatest Few

City

Videoeve

Something Desoribed

1ndsendent Work

Physics (total)
Chronicle

rim?

Science & Society (total)
Trinsport4tiar?

Totals for
4 classes

u ass ts

7 7 7 0

5 5 5
2 2 2

9 42 22 20
1 a 3

7 4 4

4 4 2 2

5 6 1

5 5 2

4 5 3

7 I 1 1 5 6

4 5 4

6 6te-

2 2 2 0

2 2 2

22* 62 36 26

*note that some stveral students were ecrolled in more than one of these classes.

We performed a preliminary analysis of the data by reading the documents, and by counting

text and MediaLink frequency. Out of this reading, two writing styles began to emerge. The first

style of writing, which we call Annotated Text (AT), may be characterized as documents with
fairly conventional-looking text, similar to a text-only essay. In AT documents, the text may stand
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alone as a complete work and the Links provide parallel information. The second style of writing
we refer to as Integrated Composition (IC). The "message" of an IC document tends to be distrib-
uted among the text and other media, and often the text was used to describe and explain the
content of a MediaLink rather than the Link illustrating the text. Thus, the primary criterion for
distinguishing between the two different document types was the extent to which a document's
text "stood alone," that is, the degree to which the content of the text itself produced a coherent
message.

The documents were then given to two coders. They proceeded to re-examine the docu-
ments, classifying each as AT or IC on the basis of this criterion. Aftex classifying the documents
as AT or IC, they compared each other's codings. Of the sixty-two documents, they both coded
thirty as clearly of the AT style and twenty-four of the IC style. The eight remaining documents
were somewhat ambiguous as to style; after some discussion, they clasified two of these as IC
documents and six as AT documents. Table 1, above, gives a breakdown per class and per
assignment of the number of AT versus IC documents analyzed.

This coarse grain analysis, however, overlooks the individual differences within a document
at the link level. During our reading of the documents we noted that students used a variety of
techniques to relate the MediaLinks and text within their documents. As the next step in our
analysis we began to explore the structural relationship between the MediaLinks and the accompa-
nying text.

This analysis led to an emergent category scheme we refer to as Integration Techniques. We
found that students had a range of different Integration Techniques which were either of a explicit
or implicit nature. Explicit integration was demonstrated by the explicit reference to the link in the
text. This was often, though not always, aLcompanied by a discussion of the content of the link.
Implicit integration used any other means available to the author to alert the reader's attention to
the relationship between a section of text and a MediaLink. These techniques are summarized in
Table 2, below.

Table 2: Integration Techniques

Implicit IntegraUDA Techniques Explicit Integration Techniques

JUXTAPOSITION is the technique
of placing the Link near
content:fully related text.

'flliuik m iirgion to the
content of the Link end its related
text vas the next most often used
implicit strategy.

MENTION is vhere the name of a
related link in the body of the
text is mentioned, often with
directions to activat that link.

IZRECTIVEls vhere the stareTit
directs actions the reader needed
to perform to read the document
(e.g. , clicking, switching
videodisks)

VECriirrEXTIFiihere TO
author uses parenthetical
references, boldface txt,
indentation, asterisks or other
characters to refer to the link.
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uxtaposition Only two documents did not make use of this strategy. One of these, how-
ever, still presented the Media Links in the same contentorder as that of the text.

Tilling For the most part, students would name Media Links "appropriately" to their
content, but there were occasional Link names with no apparent connection to the text of a

document.
Mentioning Students (infrequently) would discuss the content of thelink and the relevance

of the Media Link to the content of the surrounding text (Note the discussion of the "Apollo" link

in Figure 1, above).
Pirecting Students often included directions to the reader on how to read their document.

Directions ranged from alerting a reader when it was appropriate to play a Link to when to switch

videodiscs.
Overall, how links were integrated by these techniques with the textvaried widely between

individual students. Often, students who wrote several documents would show different levels of

integration between documents.

Interpretation

Our data indicate that less experience with Media Text results most often in AT style
documents. The fact that all of the documents created by the students in the Composition class, the
Science and Society class, and the chronicle assignments in the Physics class (which were pro-

duced early in the students' experiences with Media Text) were classified as AT bears this out. This
is not to say that students who produced more than one document did not continue in this style.

One student who produced several documents always wrote in the AT style, while others had

documents of both types.
On the whole, however, we expected that with greaterexperience we would see more IC

style documents. The trend appeared to hold in the Multimedia: Art and Technology class, our
primary opportunity to observe trends of longer term usage ofMediaText. Ignoring the indepen-
dent work, which was performed at various times during the semester, we can see in Table 1,

above, development from the initial assignment where there were eight AT documents and three
IC documents to the final assignment where there were one AT documents and four IC documents.

Several other factors need to be considered here, however. The first is the low number of docu-
ments for each assignment. Also, as some students did not finish later assignments, we cannot be
certain about any trends we identify with these numbers. Thirdly, it should be noted that the focus

of the class itself was to explore multimedia writing. However, the number of AT documents
produced in this class indicates that more than experience is involved in determinirg the style in

which a student will write.

Conclusions

Our work on student use of multimedia composition tools is still in its infancy, though we
believe that more structured activities than were used in our study are probably needed to meet

desired learning objectives through multimedia composition. For example, in a majority of the

cases we looked at, students do not have extended discussions of the content of their links. If this

were a desired outcome, the practice would need to be appropriately modeled for the students.
Despite the fact the study reported here does not allow us to make any firm knowledge

claims with respect to the possible benefits of multimediacomposition, there are several threads
that merit further attention. For example, the issue of the difference between writing styles we

have categorized as Annotated Text and Integrated Composition is suggestive for further work on

the cognitive effects of student multimedia composition.
In particular, several aspects of Integrated Composition appear to relate to the issues of
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cognition and transfer mentioned in the introduction to this essay. By using multiple representa-
tions of a single concept in different media formats, students may be constructing a richer under-
standing of the concepts underlying these representations. And when a student discusses the
relationship between the content of a link and the content of a section of text it may further their
understanding. As students integrate Media Links and their text more explicitly, they may be
thinking differently about the interconnections between the ideas expressed in the various media.
Such a circumstance particularly speaks to the issues of transfer.

We suspect these cognitive processes can be facilitated by providing in the classroom a
variety of resource materials that the students find meaningful outside of the classroom. In the
Physics class, a student used frames from a videodisc collection of art to illustrate some of the
concepts studied in class (e.g., a rosary bead in a painting having a mass of approximately one
gram). Rather than looking for examples in science curriculum materials or science fiction movies,
she and other students drew examples from The Wizard of Oz and Who Framed Roger Rabbit? to
illustrate mechanical principles and laws discussed in the textual portion of their documents.

Finally, we are compelled to note that both the students and the teachers we worked with
were excited about the opportunities for alternative assessments provided by a constructionist use
of multimedia. Some of the students who chose to do the final paper in Physics noted that the
notion of an in-class exam heavy in calculation problems was not only daunting, but it did not
seem to address the way they understood the material. Through multimedia composition, the
students were successfully trafficking in physics concepts where they might previously have been
locked out by a more traditional approach.
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GEOMEDIA: A HYPERMEDIA SYSTEM ON EARTH SCIENCE TOPICS
FOR MIDDLE SCHOOL CHILDREN

DENISE A. WILTSHIRE and CARMELO F. FERRIGNO
U.S. Geological Survey

801 National Center, Reston, Virginia 22092

Geo Media is an earth science educational system that uses multimedia technology to teach
middle school students about the hydrologic cycle, earthquakes, and maps. This multimedia system
was developed by the U.S. Geological Survey (USGS) for use on Apple,01 Macintosh® computer
systems. Multimedia computer technology offers students exciting new possibilities for navigating
through multiple and diverse layers of information. Geo Media is also based on a newly emerging
software programming technology known as hypermedia. Hypermedia techniques are used in
Geo Media to create a system that allows students to make associative links between a mix of
information such as graphics, text, animations, and sound. Students are given the opportunity to
interact with the information in ways that are not possible with traditional text books
(Shneiderman and Kearsley, 1989, p. 72).

The Geo Media Project began in the summer of 1991 to develop an earth science teaching
tool that was based on the emerging hypermedia technology. Geo Media was originally designed as
an interactive presentation for students visiting U.S. Geological Survey Visitor Centers. However,
to fulfill the many requests made by teachers to obtain copies of the software, the USGS decided to
distribute the application on digital compact disc (CD ROM) for use in the classroom. Partially as a
result of a favorable response from USGS employees, a second version of Geo Media is being
developed on global environmental change.

Geo Media contains animations that show earth science processes such as the hydrologic
cycle and plate tectonics. The three subject modules also include color images and sounds to further
illustrate the topics. Glossaries and reading lists are included for each of the modules.

Macro Mind® Director Tm (version 3.1), produced by Macromedia, Inc., was the primary
software package used to develop Geo Media. The Geo Media CD ROM contains the run-time version
of the Macro Mind Director software for viewing the system.

Design Production Elements
To meet the goal of designing an effective and innovative hypermedia application, an

interdisciplinary design team was formed. The primary concern of the team was to communicate
complex scientific processes using animations and terminology appropriate for grades 4 8. The

team members had a mix of essential skills (Driscoll, 1991, p. 41) to perform the following
critical tasks:

Designing an overall identity;
Identifying photographs, satellite imagery, illustrations, numerical data, and textual
information;

I Any use of trade, product. or firm names is for descriptive purposes only and does not imply

endorsement by the U.S. Geological Survey.
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Designing the graphical user interface;
Writing scripts and computer programs; and
Testing and reviewing by earth scientists, teachers, and students.

At the start of the project, the team decided to produce Geo Media using hypermedia
technology as a basic design concept. In addition, the theme of a journey through earth science
topics was adopted as an overall identity. The choices of platform and software were based on a
previous prototype system that was developed to assess the effectiveness of hypermedia technology
for communicating earth science topics (Wiltshire, 1991, p. 86). In addition to previous experience
using Apple Macintosh computers for developing hypermedia applications, the existing base of
these desktop computers in education community contributed to the decision. The intuitive
Macintosh interface and ease of use (Ess, 1991, p. 282) combined with the availability of
commercial software for building hypermedia applications also affected the selection of a hardware
platform. The selection of authoring software was also based on previous experience with
Macro Mind Director and the requirement for interactive animations (Rosenthal, 1992, p. 54).

The identification of data and processing of the information into the format for the targeted
audience are the most timeconsuming aspects of production. The data sets used in Geo Media
originated on a variety of computer platforms. Much of the information was in paper format; hence
extensive scanning of maps and photographs was required.

Creation of the text for Geo Media required extensive research into existing published
material for children in grades 4 8 to determine the appropriate vocabulary and style for this age
group. In addition, the graphical user interface dictated a limit of about 500 characters for the
portion of the screen containing text.

The graphical user interface for Geo Media was developed by the firm Inter Network, Inc. The
basis for selecting Inter Network for this work was the firm's extensive experience in developing
multimedia systems for science topics. One of the requirements by the Geo Media project team was
effective use of graphic design elements and typography. As noted in the information science
literature, people have more difficulty reading from a screen than pi-,per documents. However,
through the use of an effective graphical user interface, onscreen readability is improved (Seyer,
1991, p. 109). The basic design gives the appearance of a video game in that most of the icons
used for navigating through the application are located on a portion of the screen known as the
control panel.

In addition to the narration during the animated sequences, sounds are used throughout
Geo Media to promote the theme of a video game. Originally cartoon voices were used for the
narration. These voices were created by digitally manipulating an adult's voice. During the
preliminary testing process, adult reviewers found the cartoon voice distracting. Children laughed at
the sound of the narration, and the project team questioned how much of the information was being
retained by the students. With the guidance of a professor of broadcasting, a young woman's 1. oice
was recorded for the narration to eliminate the cartoon sounds.

Scripting and programming were done primarily using Macro Mind Director as noted above.
An assortment of drawing packages were used for the creation of illustrations that formed the
animations. Image enhancement software was also used in conjunction with highresolution color
scanners (flatbed and 35 mm slide scanners).

Extensive testing was required to ensure the scientific accuracy of the material pre .nted and
the reliability of the application. An advisory group of scientists from the U.S. Geological Survey
conducted colleague revicws of Geo Mediatc verify the accuracy of the information.

Local teachers were part of the review process as well. The teachers were asked to review the
basic design and animations about halfway through the project. The teachers were also asked to
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assess the overall effectiveness of the hypermedia format as a viable method for teaching earth
science topics. In addition, the teachers verified that the concepts were appropriately presented for
the targeted grade levels, These reviews were conducted during a teacher's workshop sponsored by
the USGS. The workshop consisted of a presentation on Geo Media followed by a discussion. Each
teacher was given an evaluation form as a guideline for assessing Geo Media during the review
process. The evaluation form was essentially a table of contents listing the major sectioAs of the
application. For each section, the form was supplemented with questions relating to suitability of
the presented topics. This simple form was sm., . ient because the purpose of the the teacher's
evaluation was to review the content and the suitabi 'y of the material for the intended audience.
Finally, the beta version of Geo Media was presenteu to 60 children in the sixth grade to test the
effectiveness of the application. All of these levels of review contributed to the success of the
application development.

Beta testing was performed by the project staff to ensure the functionality of the application.
An elementary procedure was established along with a review form as guidelines for the beta
testing process. Because each of the three modules in Geo Media are identically structured, the
procedures for testing the modules were also identic I. The form was an outline consisting of a
listing of links found in the main screen for each module. Project staff were instructed to test each
of these links and provide comments as needed. Written instructions were provided for such items
as proper configuration of the computer, checks for font inconsistencies and screen refresh
problems, and other types of errors discovered in the development process.

Note that this procedure was a completely manual process and marginally satisfactory (in
hindsight) for proper testing. For example, if an error such as an incorrect link was discovered, it
was difficult to retrace the path taken through the application because there was no manual or
automated procedure for recording this path. The record of this path can be referred to as an audit
trail. Hence, for GeoMedia2 manual or automated mechanism for recording audit trails mly be
developed. The initial use of this capability would be to determine if the links built into
GeoMedia2 are correctly programmed. However, there are other uses for audit trails (Misanchuk and
Schwier, 1992, p. 360) such as determining the effects of taking different paths through the
application and reader comprehension.

One of the more difficult aspects of software testing relates to the nonlinear arrangement of
information that characterizes hypermedia applications. Because of the extensive layering of media
and the many ways available to interact with Geo Media, reviewers along with students may choose
their own path through the application. This may result in each reviewer choosing ditlerent
approaches to testing navigational functions, such as links between narrative sections of the
application and a glossary. If for example, an incorrectly programmed link was discovered, it was
difficult to duplicate the error because another tester might take a different path to the incorrect link
and not find the error. Incorrect links of this type have been found in Geo Media since it was
published.

A need exists for standard methods to test applications that incorporate multimedia and
hypermedia structures. Unfortunately, the authoring software used to create Geo Media does not
provide an automated capability to produce a schematic of all the links contained in the
application. With a schematic of links, it may be possible to create a classification scheme for
these links and then produce audit trails while testing the program. An automated procedure for
generating audit trails can be programmed with the scripting language available with Mperomind
Director. With the cummt schedule for the production of GeoMedia2, it is more likely that a
manual procedure will be implemented to generate a limited form of an audit trail.
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Navigation Elements
The basic metaphor of Geo Media is a tour through earth science topicsbrowsing through

the multimedia system is similar to taking a journey through information (Figure I ). The
GeoMedia graphical user interface allows students to navigate through the information by pointing
at and clicking on icons with the computer mouse. The icons are located on a portion of the screen
that resembles a control panel of an imaginary moving vehicle. The Tour Selections section of

I GeoMedia serves as the main table of contents. The student is given the option to select one of
three earth science topics: Water Cycle, Earthquakes, or Understanding Maps. By clicking on icons
in the shapes of diamonds, triangles, and squares, the student can navigate through the GeoMedia
tour.

TOUR
SELECTIONS

On a Journey
GeoMedia is a multimedia tour
of science topics. By using the
computer mouse, you can explore
earth science concepts through a
series of images. Geohledio is
both fun and easy to use.

Have you ever wondered
about the movement of water on
Earth through an unending cycle?
Do you know how to read a mop?
Do you know why there are earth-
qt..akes? The answers to these
questions are at your fingertips.

Seled a Tour
re r

4
"crti-.1

Figure 1. Computer screen from GeoMedia showing table of contents.

The Help option is always available while navigating through GeoMedia. The Help screen
contains audible instructions in addition to traditional textual descriptions of functions. The audible
instructions describe how to move forward and backward through GeoMedia and how to find
definitions of words or additional mrth science facts.

Each of the three tour selections contains four sections: Animation, Elements, Glossary,
and Further Reading. Links between these sections allow students to plot their personal paths
through the information. A general description of the tour selections is given below.

Subject Coverage

Water Cycle

This portion of GeoMedia shows the water cycle in an animated sequence. The animation
explains the relationship between the water cycle elements such as evaporation, condensation,
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precipitation, and runoff. As noted above, links exist between the Animation and the Elements
sections of the Water Cycle tour selection. For example, clicking on the cloud at any point during
the animation links the reader to a more detailed description of evaporation in the Elements
section.

Earthquakes
The earthquakes animation presents a series of images showing the forces that cause seismic

activity. The images and audio portion of the system explain the relationship between plate
tectonics and earthquake activity.

The Elements section contains text and images that describe the components of earthquakes
in further detail than in the Animation section. In this section, students learn more about earth
forces, plate tectonics, and monitoring seismic activity. Disaster photographs that show the
destruction earthquakes can cause are part of the element on Pacific Epicenters which describes an
area of frequent earthquake activity known as the Ring of Fire. Additional information on
earthquakes is also available.

Understanding Maps
This part of the tour presents a series of animations that explain the concept of terrain

elevation and the use of contour lines as map symbols. An animated threedimensional model of a
map explains the relationship between contour lines and elevation. A link exists betwcen the
threedimensional model of a mountainous region in southern California and a series of satellite
images shown in a perspective view near the same area.

The Elements section contains text and images that further describe the concept of map scale
and the types of maps produced by the U.S. Geological Survey. Examples of planimetric,
topographic, and thematic (geologic, hydrologic, and land use) maps are presented in this section.
Also shown are scanned images of aerial photographs and satellite imagery.

Glossaries and Further Reading Lists
Throughout Geo Media, icons that are embedded in the text, link the reader to the Glossary

for the definition of the marked word. Each module contains a glossary that can also be opened
directly from the table of contents.

Each of the three modules contains a Further Reading section to encourage children to learn
more about the given topic by visiting their school or public libraries. The reading lists include
references to periodicals, books, posters, and maps.

Teachers' Developer Version

The Teachers' Developer Version of Geo Media is designed to give teachers and students the
ability to create additional educational material on the earth sciences. The Teachers' Developer
Version was created using HyperCard (version 2.1, distributed by Claris® Corporation).

The Geo Media Teachers' 11:veloper Version is comprised of a HyperCard application named
Geo Developer. The application provides sample art work for screen designs and navigation icons to
assist in creating a customized educational system. The control panel icons have associated
HyperCard scripts and programming instructions for navigation. Geo Developer is a base to build
upon when designing customized Hypercard applications. Scanned images, text, and sounds may be
added to present additional information on the earth sciences.
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Preliminary User Responses
As of this writing, approximately 4-00 copies of Geo Media have been distributed. With each

distributed copy, a questionnaire is sent to provide the user with the opportunity to critique the
application. About 25 educators returned the questionnaire and users have also contacted the project
team by phone or in pt:trson.

From the preliminary user responses, three basic conclusions can be made. First, the
application is appropriate for the targeted age group. Second, although Geo Media was originally
designed for middle school children, some college professors are using the application to teach the
fundamentals of earth science. This substantiates the belief that well designed multimedia systems
are appropriate for a wider range of grade levels than traditional textbooks (Flanders, 1992, p. 135).
Third, users with less powerful Macintosh systems (LC, LC 11, Ilex, etc.) indicated that at certain
points the application stemed to run slowly. Many of these same users were running the program
from the CD ROM instead of first copying the software (approximately 12 megabytes) to their
hard disk. They either did not have sufficient hard disk space or they simply were not aware that
this could be done even though this suggestion can be found in the user guide.

For GeoMedia2, several mechanisms are being tested for accelerating the execution time on
slower Macintosh models. The first Geo Media application, as previously stated, was developed for
use in the USGS Visitor Centers. Each center is equipped with a r 'aso-..bly fast Macintosh model,
hence application speed was not an issue. For this reason, the animations are contained in several
large files that load and execute more slowly on less powerful Macintosh systems. The
animations, for GeoMedia2, are being divided into smaller-sized files, which will load and execute
more quickly.

The use of QuickTime0 software (Apple Computer, Inc.) is being investigated for
GeoMedia2. QuickTime can be used to compress some of the large images that are part of the
animations. This would reduce the overall size of the application and accelerate the display of the
images. The use of QuickTime movies in GeoMedia2 is also being examined. One of the
limitations of QuickTime is the inability to create interactive links to other sections of the
application without an additional developer's tool provided by the Apple Programmers and
Developers Association.

Summary

The U.S. Geological Survey plans to continue developing prototype computer applications
to promote earth science literacy among our Nation's school children. The use of computer and
multimedia technology may inspire children who might not necessarily respond to traditional
teaching methods. Multimedia uses all of the senses, creates an active instead of a passive learning
experience, and can promote self expresssion and communication among students (Bruder, 1991,
p. 231. In addition, computer technology continues to play an important role in most scientific
research. Teaching earth science using computer technology as a tool offers new opportunities to
give students a better understanding of scientific methods and investigative techniques, including
data analysis.

Interdisciplinary teams are needed to build effective hypermedia applications. In addition to
knowledge of the topic, essential skills are the ability to communicate complex scientific
processes to nontechnical audiences, software scripting experience, and thorough understanding of
the elements of graphic design. A need exists for comprehensive testing techniques to ensure
software quality and reliability. Optimal software testing techniques should include the use of audit
trails and related automated error detection schemes.
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INTRODUCTION

Although hypertext was initially invented as a new technology of structuring information
rather than learning, the potential for applying such technology to learning are immediately
apparent. The premise on which the most attractive potential is based is the high degree of
learner control supported by hypertext. However, this has two sides. On the plus side,
allowing learners to decide the pace and sequencing of navigation offers them opportunities
to accommodate their individual differences and not only learn course content but also evea to
learn how to learn. On the minus side, it introduces the problem of cognitive overload
(Conklin, 1987). Without sufficient guidance, learners, particularly novice learners, facing a
number of choices about which links to follow and which to leave alone, experience a
definite distraction, which degrades the effectiveness of learning. This might account for the
fact that there are few evaluations of hypertext in education which have shown the strength
of hypertext over other media in terms of overall learning outcomes. We believe that
achieving a balance berNeen the two sides of the learner control may be the key point in
enhancing the use of hypertext for learning. Hypertext researchers and designers have been
developing approaches to mitigating the problem of cognitive overload. Some approaches
include guided tours, graphical browsers, computed links. In this paper we propose an
approadi to easing the problem of cognitive overload through attention to the basic design of
hypertext learning systems.

This approach is closely related to the concept of semantic networks. Hypertext
researchers and designers become aware of the analogy of hypertext structures to semantic
networks (Conklin, 1987). Many of them believe that the characteristics of nodes and links
offer hypertext the ability to mimic the semantic network (Iegassen, 1990). In fact, when
Nelson first coined the term hypertext, he regarded hypertext as a means of describing a
semantic network of knowledge (Nelson, 1965). Semantic networks have been claimed to be
incorporated as a framework in a number of experimental hypertext systems, such as Thoth-II
(Collier, 1987), and SemNet (Fairchild, Poltrock, & Furnas, 1988).

Research in the area of semantic networks is well documented (Quillian, 1968; Woods,
1975). Briefly, a semantic network is composed of nodes and links which represent,
respectivel;', concepts and relations between concepts. The links in a semantic network are
necessarily labelled explicitly to indicate such relations. A network without such labelling is
a network, but not a semantic network.

Having taken inspiration from the issues oeseribed above and set them in the context of
hypertext learning systems, we hypothesise that in a hypertext learning system, labelling
links with link-types and letting the learner view them as far as possible might improve
learning results. By "link-type", we mean the semantic relation between the link source and
the link destination. Furthermore, we believe Coat this kind of labelling in making decisions
about which links to follow and which to leave alone can lower the learner's cognitive
overheads. This is because such lz wiling can serve as a guide to the learner by providing her
with more specific reasons for the connections among nodes in the local hyperspace, or even
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in the global space. It is also because the provision of such labelling can make the conceptual
model of the knowledge domain intuitively clearer to the learner. In this paper, a set of three
empirical studies are reported which examined this hypothesis in different situations, using
different methodologies. Initially, however, a number of specific terms important to the
understanding of these studies, will be explained.
EL ',le Link-Types (VLTs) As defined formerly, link-types refer to the semantic relation
between two connected concepts (nodes). Visible link-types are the visualisation of such a
relation. Various methods employed to visualise link-types are forms, colours and labels. The
method chosen for our studies was to use labels based upon simple propositions. Clearly,
formation of a proposition must be based upon both syntactic principles and semantic
relation among involved concepts. What we are particularly interested in here is the semantic
relations, the function of which is normally played by a verb. For example, in the
proposition "John loves Sally" verb "loves" reflects a semantic relationship between concepts
"John" and "Sally".

The current generation of hypertext can be divided
Into two categones in terms of whether or not a graphical overview of the network structure
is used for navigation. Systems such as Hyper Ties and Guide where no structure diagrams are
included fall into the first category and are referred to as embedded semantic net hypertext
systems. In such systems, links are implemented by using either interactive buttons generally
placed in a specific area of the document window or "hotpoints" embedded within context.
Explicit Semantic Net Hypertext Systems Systems like Note Card and Intennedia belong to
this category. In these, users are provided with diagrams showing a part or whole of the
underlying structure network and rely heavily on the diagram for navigation. In explicit
semantic net hypertext systems, the lines connecting nodes in the structural diagram are
considered as an alternative representation of links in addition to interactive buttons and
"hotpoints".
Structural Knowledge Structural knowledge, in the context of this paper, refers the
knowledge of how concepts within a domain are interrelated. In hypertext systems which, as
indicated in preceding section, can be conceived of as a knowledge representation, the
structural knowledge is largely conveyed by means of such facilities as links, maps, and
content tables.
aslaljnisgmarion This term refers to the basic elements of information held within
individual nodes in hypertext.

1.1 1 II I I I

STUDY 1

This study investigated the effects of visible link-types oa goal-oriented learning in an
embedded semantic net hypertext. It involved the evaluation of both learning outcomes and
learning processes.

Method

Subjects Twenty adult volunteer subjects, who were staff or students of the Open
University, took part in the study. They were randomly divided into two groups without
regard to gender.
The Hypertext System The domain of thi3 study was the search tree of data structures in
computing. The hypertext system was implemented using HypercardTM' and was composed of
37 nodes (cards) and about 120 links, containing about 2000 words, and a dozen gTaphics and
Quick Time.'" animation. Links in the system were of two basic sorts: organisational and
referential. The primary function of the organisational link was to build the hierarchical
structure for the hypertext. In the system, such links as "start from the beginning", "go to
the content table", and links from entries of a content table to their sections fell into this
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category. In general, the referential link is the kind of link that most clearly distinguishes
hypertext from conventional text. Two nodes are associated to each other by a referential link
based upon their semantic relationship. In our hypertext system, the referential links can be
further divided into lexical links and textual links. The former connect regions of nodes to
nodes, and the latter connect nodes to nodes.

Two different versions of this system were used as two different experimental treatments
in the study. They were referred to as VLTs and NoVLTs. The two versions had the same
contents, same structures, and same organisational links. In both versions, textual links were
represented by buttons which were placed outside the main information space and lexical
links were represented by the "hotpoint" which was a textual string with an underline. But
the referential links, both textual and lexical, were labelled differently for two versions.

In VLTs, the. textual referential link was labelled explicitly by using the semantic
relation between the two nodes the link connected such as "has an example", "has contrast
with", "is an analysis of", and so forth. In the case of the lexical referential link, since the
link source was the part of text, its denotation was totally dependent on the context. To let
the learner view the link-type, every "hotpoint" was attached with a small information
palette. Once the learner moved the cursor over a "hotpoint", it was highlighted and its
palette with the link-type information appeared at the bottom of the card.

In contrast to this, in NoVLTs, all textual referential links were labelled as "related
information", and no link-type information palettes were attached to the "hotpoint".
Procedure The procedure included three steps. In the first step the subject was asked to do a
pre-test, which consisted of two tasks: (1) filling in a printed self-assessment form which
was designed to investigate the subject's prior knowledge of using a Macintosh machine,
hypertext systems, and data structures in computing; (2) completing a hypertextual
questionnaire including ten multiple-choice questions. Before starting the second task,
subjects were told that the same multiple-choice questionnaire would be used in the post-
test. In the next step, the subject was exposed to a specific version of the experimental
hypertext system according to which group she had been assigned. When the subject felt her
interaction with the system had been completed, she was in the final step, the post-test. The
post-test also comprised two tasks: answering the same hypertextual questionnaire used in
the pre-test, and filling in a printed satisfaction questionnaire, which was designed 2c,
determine the level of user satisfaction with the system.

A set of monitoring scripts were added to the system to record subjects' actions including
the navigating track, the total time spent on browsing, ihe time allotted to each card, and the
activation of referential links.

Results

Learning Results Table 1.1 presents the mean percentages and standard deviations of post-test
scores for both the experimental group (VLTs) and the control group (NoVLTs). An
examination of Table 1.1 revealed that mean post-test scores of subjects in VLTs group were
ordered higher than mean scores of subjects in NoVLTs group. A one-factor ANOVA test
was performed on the post-test scores to examine the reliability of this observation. The test
yielded F(1,18)=3.797, the significant level p=.067. However, a further exploration of the
data collected from the study led to applying a more precise statistical method. Even though
the subjects were assigned at random to the experimental groups, an initial difference in
learning prerequisites (equally weighted sum of two parts in the pre-test) in favour of the
control group (NoVLTs) was observed. Moreover, a Pearson product-moment correlation
test showed tin t subjects' learning prerequisites correlated positively and consistently with
their performance in the post-test across both groups (r=.25, r=.48). A higher reliability of
the observation or a lower significant level, in other words, was expected after the mean
post-test scores of both groups had been adjusted or controlled for learning prcrequisites.
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Therefore, an analysis of covariance (ANCOVA) was decided to perform on the mean post-
test scores, where the link group (VLTs vs. NoVLTs) was the between-group factor and
learning prerequisite scores were utilised as a covariate. This more precise ANCOVA test
yielded F(1,17)=4.347, the significant level p=.052, showing that subjects in VLTs group did
indeed outperform subjects in NoVLTs group in the post-test.
Learning processes Observations of learners' behaviour in interacting with hypertext-based
learning environments are the obvious methods to evaluate learning processes. The underlying
rationale of use of such methods is the belief that human behaviour reflects cognitive
processing (Marchionini, 1990). Statistical analysis on the data in relation to subjects'
behaviour, however, did not show any significant differences between the two groups.

Table 1.1
Means (standard deviations) of percentage correct on post-test scores as a function of link group

link group post-test
VLTs (n=10) 78 (13.98)
NoVLTs (n=10) 61 (23.78)

Discussion

The results of this study suggest that explicitly labelling links with semantic relations
has a positive influence on goal-oriented learning in an embedded semantic net hypertext
system. We strongly believe that the difference in learning outcomes should be reflected
from learning processes as well. However, the behavioural observations do not provide any
evidence in this aspect. The lack of difference might have been due to the modest scale of the
experimental system or less sensitive measures for observing subjects' behavioural traces, or
both.

STUDY 2

The purpose of this study was to examine if the proposed approach of visible link-types
still held good in the context of the explicit semantic net hypertext system. As in Study 1
this examination was carried out by comparing both learning results and learning processes
of two experimental treatments. In evaluating learning results, however, we looked
particularly into two types of outcomes namely structural knowledge acquisition and specific
nodal information gains. The same learning task (i.e. goal-oriented learning) as in Study 1
was adopted, but the scale of the knowledge domain was larger and the instruments for data
collection were more sophisticated.

Method

Subjects Twenty seven paid subjects, who were first-year students at School of Computing &
Mathematical Sciences, De Montfort University, Milton Keynes, took part in the study.
They were randomly divided into two groups without regard to gender.
The Hypertext System A hypertext system was designed for this study implemented using
HyperCardrm. It was composed of 50 nodes (cards, floating and pop-up windows), about
150 links, containing about 3500 words, and a dozen graphics and QuickTimen, animation. Its
domain was lists in computing data structures. This system was designed as an explicit
semantic net hypertext where a global and a local diagram of underlying structure were
available to users all the time.
Mc stiglai_j2iaLtam The purpose of the global diagram was to portray the whole hypertext
structure. All primary nodes and links contained in the hypertext were present in the
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diagram, but were unlabelled and non-directional. Those nodes which had been browsed
appeared on the screen as ticked and the node currently being investigated by the user was
distinguished from the others by marking it in black. Users could expect through this
diagram to obtain answers to the following types of questions at anytime during their
navigation: "how large is the knowledge space I am dealing with? how interconnected is it?
where am I now? how many nodes have I browsed? and how many nodes still remain
untouched?"
Theld2gaLi2lagrain The local diagram appeared as a "zoom-in" view of the global diagram.
Each node in the local diagram was labelled using the title of the concept represented by the
node. As in the global diagram, the browsed nodes and the current node were marked
distinctly. Users were expected to rely largely on this diagram for navigation. However,
only those nodes which were directly connected to the current one could be approached. This
could be fulfilled by clicking those small buttons attached to links (connecting lines) rather
than by clicking nodes as in most hypertext systems. The reason for allowing jumping only
to the nodes adjacent to the current one was based on the following concerns. Allowing
jumping to any nodes just by clicking on them could make association links less meaningful
so as to violate the knowledge structure imposed by hypertext authors. Of course, the full
freedom of jumping in hypertext could be very useful for some kinds of users or at certain
learning stages. The system provided two facilities to do that: the index facility and the
history trail. The use of links as the "click area" rather than nodes themselves was intended to
draw users' attention to link labels.

Two different versions of this system were used as two different experimental treatments
in the study. The difference between the two versions appeared in the local diagram. In VLTs
version, all links (connecting lines) in its local diagram were labelled by using semantic
relations, which were represented by verL phrases such as "(be) a-type-or, "include",
"compare-with", "(be) represented-by", and so on. Since relations had sequence, arrows were
attached to connecting lines to indicate the sequence. In contrast, all links (connecting lines)
in the local diagram of NoVLTs version were plain unlabelled lines.
Testing Materials A self-assessment questionnaire was designed to investigate subjects' prior
knowledge and experience in using a Macintosh machine, hypertext systems, and computing
data structures. In order to assess subjects' structural knowledge and nodal information gains
independently, a two-part multiple-choice questionnaire was developed. Each part consisted
of ten questions. Part 1 focused on relationships among important concepts contained in the
hypertext while Part 2 placed the emphasis on the detailed information contained within
individual nodes. Finally, a satisfaction questionnaire and an accompanying interview were
designed to elicit each subject's views on the usability of the system.
Procedure Three steps were included. In the first step the subject was asked to do a pre-test,
which consisted of two tasks: answering the self-assessment questionnaire, and completing
the multiple-choice questionnaire. Subjects were informed before they started the second task
that the same questionnaire would be used in the post-test. In the next step, the subject was
exposed to a specific version of the experimental hypertext system according to which group
she had been assigned. Subjects were required to verbalise their thoughts during their
interaction with the hypertext. The whole proms, of their interaction was video-taped. When
the subject felt her interaction had been completed, she was proceeded to the final step, the
post-test. The post-test comprised three tasks: answering the same multiple-choice
questionnaire used in the pre-test, filling in the satisfaction questionnaire, and being
interviewed by the experiment administrator.

In addition to video-taping the browsing process, monitoring scripts in the stack were
turned on to record subjects' actions including the navigating track, the total time spent on
browsing, the time allotted to each card, and the type of jumping.
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Results

Learning Results Table 2.1 presents the mean percentages and standard deviations of each part
of the post-test scores (i.e. structural knowledge and specific nodal information) for both the
experimental group (VLTs) and the control group (NoVLTs). An examination of Table 2.1
revealed that mean scores of NoVLTs group were ordered higher than mean scores of VLTs
group regarding structural knowledge acquisition whereas the situation in the specific nodal
information gains was just the opposite.

An ANCOVA test yielded F(1, 24)=3.401, p=.078 for the first part and F(1,24)=.795,
p=.381 for the second part respectively. This indicates that even though subjects in NoVLTs
group did better than subjects in VLTs group in understanding structural knowledge and
subjects in VLTs group did better than subjects in NoVLTs group in acquiring nodal
information, the differences were not however significant statistically.
Learning processes Again, statistical analysis on the data regarding subjects' behaviour did
not show any significant differences between the two groups.

Table 2.1
Means (standard deviations) of percentage correct on post-test scores as a function of link group

link group partl_ part2
VLTs (n=14) 47.14 (18.99) 71.43 (24.13)
NoVLTs (n=13) 56.15 (18.50) 64.62 (22.95)

Discussion

Although results from this study do not appear to give credit to visible link-types, this
might be due to the following two factors. Firstly, unlike the system used in Study 1, in
this study, the system provides learners with not only the name of the current node but also
names of all nodes adjacent to the current one. This may, in some cases, enable learners who
have clear learning objectives to work out without other clues the appropriate semantic
relatioips of the links. In addition, reading the content included in the current node also
helps this task. Such explanation was supported by interview data. When subjects of VLTs
version were asked whether they paid attention to the link labels, most said"that they did at
the beginning but not afterwards because in some cases they could figure out the relationships
without them. Secondly, because of the modest scale of the knowledge domain and the
provision of structure diagrams, the phenomenon of cognitive overload expected to occur in
navigating a "real" hypertext system was not observed in this study. This could have
significantly obscured the treatment effects.

STUDY 3

Hypertext learning environments have been thought of as more suitable for open learning
applications where no specific objectives are fixed since hypertext shares many of the
characteristics that are integral to open learning. Such a learning task is different from the
goal-oriented one used in former studies in that they involve different cognitive processing.
The main purpose of this study was to investigate the effects of visible link-types on open
learning in an explicit semantic net hypertext. In order to assess learning outcomes more
extensively, besides the multiple-choice questionnaire, a teach-back test was introduced into
this study, which was similar to the free-recall test. Both tests (multiple-choice and teach-
back) consisted of two aspects namely structural knowledge acquisition and specific nodal
information gains. In addition, the relationships between learners' spatial and verbal abilities
and the impact of visible link-types on learning were also examined in this study.
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Method

Subjects and hypertext system Twenty four subjects similar to those in Study 2 took part in
the study. They were randomly divided into two groups without regard to gender. Two
hypertext versions which were identical to those in Study 2 were used as two different
experimental treatments.
Testing Materials The same self-assessment questionnaire as that in Study 2 was used A two-
part multiple-choice questionnaire was developed to assess subjects' structural knowledge
and nodal information gains independently. Its first part consisted of ten questions and
focused on relationships among important concepts contained in the hypertext. Its second part
contained fifteen questions and placed the emphasis on the detailed information contained
within individual nodes.

Th..: result of the teach-back test was assessed using two scoring keys. The scoring key for
the assessment of structural knowledge consisted of a set of propositions which covered the
structural knowledge of the material. Each of these propositions was presented by a simple
declarative sentence. Subjects' structural knowledge was measured by matching propositions
in the scoring key with the idea units contained in subjects' teach-back tests. For each
proposition that appeared in both the key and a subject's test, the subject received a score from
1 to 3 depending on the accuracy of the match. The scoring key for the assessment of nodal
information gains comprised the catalogue of contents included in the material. Subjects'
nodal information gains were measured by matching the catalogue with the description given
by subjects in the tests. For each match, the subject was assigned a score from 1 to 3
depending on how detailed and accFate her description was. Reliability of this scoring
method was established by having two people score the test. A significant positive association
between the two sets of scores was found (r=.91).

In order to test subjects' spatial and verbal abilities respectively, GEFT (Group Embedded
Figures Test) and DRVT (Delta Reading Vocabulary Test) were adopted in the study.
Procedure First of all, subjects were asked to complete the self-assessment questionnaire.
Secondly, they were administered the DRVT (10 min). Following this, they were exposed to
a specific version of the experimental hypertext system. Subjects were informed that on
finishing browsing they would be tested on the information and they were also required to
verbalise their thoughts during browsing. The whole browsing process was video-taped.
When each subject felt her browsing had been completed, she was ready for post-test. This
involved four tasks: teaching back what was learned from the hypertext, completing the
multiple-choice questionnaire, filling in the satisfaction questionnaire, and being interviewed
by the administrator. Finally, GEFT was carried out (18 min).

Results

Learning Results Table 3.1 presents the mean percentages and standard deviations of each part
(i.e. structural knowledge vs. specific nodal information) in two post-test tasks (i.e.
multiple-choice and teach-back) for both the experimental group (VLTs) and the control
group (NoVLTs). Correlation analysis indicated that none of three independent variables (i.e.
subjects' self-assessment of prior knowledge, DRVT scores, GEFT scores) was correlated
highly and consistently with any dependant variables across both groups. Therefore, no
independent variables were chosen as covariates to adjust the post-test scores.

An examination of Table 3.1 revealed that gaps between two groups on multiple-choice
scores were so trivial that they could be ignored and that the differences on teach-back scores
were quite large. To test the reliability of the second part of this observation, a t-test was
conducted. The test yielded 1=1.81, p=.042 (one-tail) for the first part and t=1.166, p=.128
(one-tail) for the second part respectively. It confirmed that subjects in VLTs group did
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significantly better than subjects in NoVLTs group in recalling the structural knowledge of
the domain. Although subjects in VLTs group also did much bctter than those in NoVLTs
group in recalling specific nodal information, the difference was not significant statistically.

Table 3.1
Means and standard deviations of percentage correct on post-test scores as a function of link group

link group multil multa teachl teach2

VLTs (n=14)
NoVLTs (n=13)

50.83

50.00

(9.96)

(24.86)

63.89

61.11

(18.08)

(20.66)

14.74
9.19

(8.41)

(6.15)

17.26

13.10
(9.42)
(8.03)

It was decided to explore further the relationships between (1) subjects' self-assessment
of prior knowledge and their performance on the post-test; (2) subjects' DRVT scores and
their performance on the post-test; and (3) subjects' GEFT scores and their performance on
the post-test. In order to do so, subjects' seif-assessment scores, DRVT scores and GEFT
scores were used to form a second between-group variable in subsequent analysis. All subjects
were respectively median-split into high and low self-assessment groups, high and low verbal
ability groups, and high and low spatial ability groups.

Apart from the fact that mean scores of high self-assessed subjects in VLTs group were
significantly higher than high self-assessed subjects in NoVLTs group in the aspect of
structural knowledge for both tests (i.e. multiple-choice and teach-back) (t=1.898, p<.05,
one-tail; t=1.967, p<.05, one-tail), no more significant differences were found.
Learning processes Statistical analysis on the data in relation to subjects' behaviour did not
show any significant differences between the two groups.

Discussion

Since the two measures (teach-back and multiple-choice) used in this study varied in the
degree to which cueing for the retrieval of information was provided to subjects, they
involved different information processes. Few cues were supplied in the teach-back test so
retrieval processes were highly operative in doing the test. In contrast, many cues were
furnished in the multiple-choice test so ihat more encoding processes were involved in
answering the questionnaire. The result of this study demonstrates that subjects in VLTs
group achieved more than subjects in NoVLTs proup in the teach-back test while no
differences occurred between two groups in the multiple-choice test. It suggests that the
visible link-types facilitate information retrieval processes but have less impact on encoding
processes. It also suggests that visible link-types could help learners to construct the
knowledge structure conveyed by the hypertext in their long-term memory.

As in Study 2, most subjects using VI,Ts version said they were not aware of paying
particular attention to the link labels during their browsing. The results however seem to
belie this. As does the fact that subjects in VLTs treatment were more satisfied with the
system they used than were subjects in NoVLTs treatment.

Subjects with more prior knowledge were presumably more capable of taking advantage of
the additional information provided by visible link-types than those with less prior
knowledge. This might account for the fact that high self-assessed subjects in VLTs group
significantly outperformed high self-assessed subjects in NoVLTs group in acquiring
structure knowledge while low self-assessed subjects in VLTs group did not. However, this
study reveals little with regard to the relationships between learners' spatial and verbal
abilities and the impact of visible link-types on open learning.

r-
f
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GENERAL DISCUSSION

The results found from the current set of empirical studies appear to suggest that since no
structure diagrams are provided in embedded semantic net hypertext systems, learners even
with a clear learning objective could experience disorientation in choosing links to follow
when the hypertext is relatively highly structured. Therefore, visualisation of link-types
might help learners in both navigating and understanding the underlying knowledge.
Provision of structure diagrams in explicit semantic net hypertext systems may overshadow
the influence of visible link-types because the presence of structure diagrams itself, even
without visible link-types, can ease learners' difficult in navigation. Bearing clear learning
goals in their minds, learners may well be able in some cases to work out the correct
semantic relationships assigned to most of links from the structure diagrams. However, when
such a hypertext system is used for open learning, the effect of visible link-types again arises.
Without fixed learning objectives, learners tend to feel more free to explore the hypertext.
This point can be upheld by the following three statistics: the average time spent on browsing
in Study 3 was thirty percent longer than that in Study 2 (:=2.44, p=.009, one-tail); the
average number of cards browsed in Study 3 was thirteen percent larger than that in Study 2;
and the subjects using VLTs version in Study 3 allocated more than twelve percent longer
time on each card than subjects using same version in Study 2. This suggests the possibility
that learners without a fixed learning goal in Study 3 paid more attention to visible link-
types than learners goal-oriented in Study 2. This may provide an explanation for the higher
level of achievement obtained by subjects using VLTs version in Study 3. Furthermore,
experienced learners in open learning benefited more from visible link-types than
inexperienced learners. The underlying reasons for these differences are not entirely clear.

In summary, the results of the current empirical studies show that labelling links
explicitly with the semantic relations has a positive influence on learning outcomes.
However, across th,.. -arrent three studies, the behavioural observations provide little evidence
which supports significant results from the analysis of learning outcomes. This is may be
because of the limitations of the current studies in such things as modest scales and less
sensitive measures, or some other unknown factors. Seeking the answer to this question is
undoubtedly a worthwhile research effort.
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The Design of a Hypermedia Library Information System and
its Evaluation for Educational Users

XIAOFENG JOHN ZHU

Musselman Library, Gettysburg College
Gettysburg, PA 17325-1493, USA

Hypermedia links text, graphics, image, sound, and video, and incorporates them into an
accessible computer environment. With the development of information techaology, hypermedia
systems have become popular in recent years. Hypermedia is flexible and can integrate various
types of information. It may have the potential to change the way we handle information storage
and retrieval. Hypermedia is probably one of the ideal tools for processing and distributing
library information. Yet, Hypermedia Library Information Systems are still rarely seen.

Work in a hypermedia application for library instruction and information services, called
Library Information Multimedia Access System (LIMAS), was begun at Gettysburg College in
1990. LIMAS enables patrons to find library information and services in text and color graphics
format. It can also interact with some Multimedia CD-ROM products such as Grolier Multimedia
Encyclopedia, Microsoft bookshelf and Cinemania. Through the college campus network,
LIMAS has access to the library online public access catalog (OPAC) and the college Campus
Wide Information System (CWIS). LIMAS has been playing an important role in designing
automated library instruction and information services at Gettysburg College, and it can be
modified for use in other libraries.

LIMAS evaluation will focus on real users working with the operating hypermedia
system. Computer monitoring and statistical analysis will be conducted to get a comprehensive
and realistic picture of LIMAS usage and patrons' patterns and behavior on hypermedia systems.

INTRODUCTION

The concept of hypertext was introduced about half a century ago (Bush, 1945). Frisse
(1988) provided an introductory article on hypertext, comparing it with regular text. In a
comprehensive review on hypertext, Conklin (1987) not only summarized 20 hypertext systems,
but also discussed the basic hypertext concepts and the advantages and disadvantages of

hypertext.
In contrast to printed materials and traditional computer systems, hypertext uses nodes

("chunk" information) and links. It has the following main advantages (Nielsen 1990, p. 191):
Non-sequential: it can handle both unstructured and structured data;
User-oriented: it is relatively easy to learn and use;
Multimedia: it can handle and integrate graphics, images, animation, audio, video, etc.
Inexpensive: it is relatively easy to develop and update. It does not require
sophisticated programming; therefore, not only experienced computer professionals
but also self-taught computer users can develop hypermedia applications.

With the development of information technology ..nd computer literacy, hypertext may

565



now be feasible, acceptable and affordable for many users. Hypermedia authoring software helps
in designing a user interface and organizing and retrieving information in various electronic
formats. This kind of software, such as HyperCard, Guide, and Tool Book, is available at an
affordable cost. Many books on hypermedia software have also been published (Gillespie, 1990).
A lot of hypermedia systems and applications have been developed (ACM, 1988; Byte, 1988;
Conklin, 1987). In today's information society, hypermedia may play an important role.

THE NEEDS AND FEASIBILITY OF HYPERMEDIA LIBRARY INFORMATION SYSTEMS

Easy processin2 of and access to library information

Information technologies have brought new developments _to library user education
(Fleming, 1990). There is more and more information available in electronic formats such as
text, computer graphics/images, sound, and video. Hypermedia systems, with links and
multimedia features, may be used to organize, store, and retrieve various types of library
information.

A library needs to promote its services by informing patrons as to how to find and use
library materials and services. Traditionally, a library would prepare handouts, brochures, signs,
or maps to help patrons. Librarians at the reference desk also take care of many patron inquiries.
Although this method is useful, there are some accompanying limitations. For example, patrons
may not like to read a lot of printed instructions in order to find one piece of information; it may
be time-consuming; some patrons shy away from approaching reference librarians.

A well designed hypermedia system should overcome some of these limitations. It may
enable patrons to search for information very quickly by links, cross references, indexes, etc.,
without reading other unrelated information. Since a hypermedia system can be made accessible
on a network, patrons may use it from any place with a connected microcomputer. Such a system
can greatly increase the effectiveness of the patrons' use of the library. Also, the users don't need
to interact with a reference librarian for certain information needs.

Interfaces to other information systems

In a library environment, electronic information can be stored in different locations such
as an OPAC, in-house information workstations, campus mainframes, and remote online sources.
It can be retrieved through various systems such as CD-ROM systems, OPACs, Campus Wide
Information Systems (CWIS), remote hosts, etc. With the development of library automation,
networks, and online and CD-ROM database services, a library needs to deal with many
information retrieval systems containing diffet :at types of information. It is difficult for libraries
to integrate these systems and for patrons to use them without considerable help and/or tnining.

Hypermedia may overcome some of these limitations since it can be used effectively to
design user interfaces to access various information sources. A hypermedia system may provide a
good interface with online help for access to those systems, and also accommodate information in
different formats. Therefore, it would promote better use of those retrieval systems.

Feasibility in desian and development

1) Financial and human resources
A library generally has neither the funds nor human resources to develop extensive

computer-based systems. Any application work must be accomplished with minimal funds and
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labor. Updates and modification of the system also should be within the librazy's capability.
These criteria may be met by inexpensive hypermedia hardware and software, more computer-
literate library staff, and more data available in electronic formats.

2) Inexpensive and popular platforms
The system should be based on economical and popular platforms such as IBM compatible

microcomputers and Apple Macintoshes. This will make the system relatively easy and
inexpensive to develop and operate. In addition, it is possible for users who own those machines
to have remote access to the system if it is networked.

3) Compatibility with new technologies
The system should be easy to upgrade and able to adjust to new technolow. Both the software
and hardware the system is based on should be reliable and compatible with industry standards,
so that the system will not be left behind by the development of new technologies.

Librarv-oriented systems

Hypermedia systems can be used in many places. The library is probably one of the ideal
places. The following are a few examples.

The Computer Science Department of Indiana University of Pennsylvania used hypertext
in a project that explored ways to improve subject access in an OPAC. A prototype system with
18,000 MARC records is up and running on a cluster of four NeXT workstations running Sybase.
It is being expanded to 100,000 records (Micco, 1991).

The Book House project in Denmark utilizes an introduction screen that looks like a real
library. Users select room icons to enter a reading room and then select graphical icons for
different ways to find a book (Nielsen, 1990).

Neuman (1991) reported designing and evaluating MAJIK/1, a HyperCard program
delivering basic and individualized library instruction. The formal evaluation was done with a
pretest-posttest strategy and by means of naturali tic inquiry. Although students had problems
navigating the program, the results suggested that .VIAJIK/1 met its goal and students liked to use
it.

LIMAS SYSTEM DESIGN

Software and Hardware

The choice of a hypermedia development tool requires careful review of all options. Since
the first widely used development tool, HyperCard, appeared on the Macintosh in 1987, many
hypermedia applications have been developed on Macintosh, some on advanced workstations or
minicomputer. However, many software and computer products for academic libraries have been
based on IBM PC compatible microcomputers. For LIMAS to integrate with those products, a
PC platform is more suitable. Fortunately, IBM PC compatibles have conquered the majority of
the microcomputer market, and as a consequence, some hypermedia developmental tools have
also become available for these machines. More tools have after Microsoft Windows 3.0 was
introduced in May of 1990. Asymetrix's ToolBook is one of these tools.

The decision to use ToolBook in 1990 was based on many factors. ToolHook is very easy
to use for hypermedia development, compared with other tools (Crass, 1990; Duncan, 1990).

ToolBook uses color and multiple windows. It supports external Dynamic Link Libraries (DLLs)
through which functions may be added to the environment, such as interfacing with full-motion
video and digital sound equipment. It has a rich programming language that includes strong
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support for DDE links to other Windows applications.
Asymctrix has been working very closely with Microsoft to guarantee Tool Book's success.

There is a runtime version of Tool Book bundled with each copy of Windows 3.3. A multimedia
version of Tool Book is also available. The list price of Tool Book was only $495 in 1992.
Tool Book is also bundled with some manufacturers' microcomputers for education users, such as
IBM and Zenith, as well as some Multimedia PC (MPC) and upgrade kits, such as NEC MPC
kit.

Therefore, it was decided to develop LIMAS for the PC running Windows.

System architecture and data structure

The Diagram in the Appendix shows LIMAS' logical structure. LIMAS design is based on
a hierarchical structure with cross references and an index. It is divided into several modules
(called books) in consideration of size, efficiency, and ease of maintenance and integration. The
SYSTEM book contains frequently used programs and data for other books to share. The MAIN
book contains major parts of LIMAS. The other books are for NEWSPAPER, PERIODICAL,
STAFF INFORMATION, HELP, etc. Those will be loaded only when requested and removed
right after the requests are executed, to conserve memory and speed up the system.

Each page (screen display) in a book is arranged according to hierarchical levels (see
Appendix). Pages within the same level are stored together for easy browsing and modification.

Menu screens, index, cross references, and matt location

LIMAS' menu screens are designed according to the hierarchical structure in the
Appendix. On each screen, there are several buttons and arrows for selection. Clicking on any of
them will change the button's color to confirm the selection, and then the corresponding page
will appear on the screen.

On each menu there is usually a box that occupies the left 3/4 of the screen and a few
buttons and arrows outside the box that occupy the right 1/4 of the screen. The buttons and
arrows are identical on most of the screens. Their functions are described below:

BACK -- go back to the previous screen (toggle between the current
screen and the previous screen);

MAINMENU go to Main Menu;
INDEX -- go to Index;
HELP -- go to the relevant help screen;
UP arrow -- go to the menu screen one level higher;
LEFT/RIGHT arrows -- go to the sibling menu or screen page

The buttons within the box are menu choices. They are located in the left 3/4 of the
screen. Detailed information is also displayed inside the box whenever available. Those buttons
(except the SEE ALSO buttons), along with the UP, LEFT, and RIGHT arrows function as a
strict hierarchical tree-oriented navigator. From any screen (node), one can go to the parent (UP),
a sibling (LEFT or RIGHT), or a child (the buttons within the box, except the SEE ALSO
buttons).

The structure of buttons and arrows not only makes it very easy for browsing through
related information (Schuerman and Peck, 1991), but also kecps users from getting lost in
another screen without realizing how they got there. The relatively fixed locations of buttons,
arrows, and information facilitate learning (Aspillaga, 1991).

Cross reference links are set up whenever appropriate. The links make it easier for patrons
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to find related information and unnecessary to duplicate information. Note that the UP, LEFT,
and RIGHT arrows are disabled here. A user can only go back to the previous screen or go to the
MAINMENU or Index. In this way, the system will not let the user jump to the middle of another
section and so prevents the user from getting lost in an unfamiliar territory.

Each screen in the main book is indexed automatically with a specific term. The
corresponding screen will be brought up after a term is clicked.

LIMAS has detailed color maps for each floor of the College Library. Most library
materials or facilities have a LOCATION button associated with them. When selected, the exact
location will flash on a map.

dBASE data for periodical and newspaper books

The PERIODICAL book contains about 2,500 titles from a dBASE file. By using
ToolBook TBKDB3.DLL dynamic link library, all the data in the dBASE file is transferred into
the PERIODICAL book. The menu of the book consists of titles sorted alphabetically. Each
record can be accessed by clicking directly on the title or by the search button. The search adopts
a binary method to speed the process. In addition, if a request is not found, LIMAS will show the
alphabetically related titles from the menu. This also enables a user to type only the first few
words of a title in order to search for it.

Access to other information systems

With appropriate multimedia hardware such as a sound card and a CD-ROM drive
attached to a PC, LIMAS has been integrated with MPC products such as Grolier Multimedia
Encyclopedia and Microsoft Bookshelf and Cinemania. It can also be designed as an interface for
other information sources.

Linked with network software, LIMAS has the capability to access the CD-ROM
databases, online library catalogs and campus-wide information systems through the campus
computer network.

Guided tour and book marks

A common problem with some hypermedia systems is that there is no simple way kr- a
user to browse through all or major parts of a system. LIMAS has a tour facility that allows a user
to travel through LIMAS with a simple key press. (The space bar was selected for its central
location and easiness to use.) Even people with no computer experience can use the tour easily by

just pressing the space bar. The tour is designed to cover all areas with the depth-first algorithm
on the hierarchy structure (see Appendix). Specific tours can be designed to cover selected areas

for certain groups of users.
In addition, LIMAS has a book mark function which records and shows all areas the user

has traveled by changing a button color. This function and the tour are integrated so that the
areas traveled by a user are marked and the tour will not point to the marked areas unless
selected by the user. Therefore, users always know which areas on the screen they have seen and

they can take or leave the tour any time.

Help

HELP is implemented by pop up windows. The user can click on an italicized word or
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term from the help text, or click on the tour buttons near the bottom of the HELP window. The
scrcen choice TOPICS will show a list of help topics available, and the choice BACK will go to
the help screen where the user first started HELP.

The HELP window appears in the middle of the screen. Therefore, the user can still see
part of the original screen and all of the buttons outside the box. If any area outside the help box
is clicked, the Help will exit automatically and the user will go to the place requested.

Current Status

The design and programming work for LIMAS have been completed. Most of the data in
LIMAS is imported from the computer files available in the library. Frequent updates of the
information LIMAS contains are necessary. Enhancement and modification are also under way.
All work on LIMAS is done with the author and his student assistants' spare time.

LIMAS was tested and informally evaluated by several librarians from the college library
and faculty members from the Computer Science Department. LIMAS was installed in the
college library in August 1992. Hundreds of patrons have used the system since then. It has been
praised by many users. It seems LIMAS has helped the library to better inform its patrons and
has shown faculty and students the power of multimedia.

COMPUTER MONITORING AND EVALUATION OF LIMAS

Computer monitoring is a method which uses software to record and track system lise.
Penniman and Dominick (1980) presented a background survey of the existing state-of-the-art as
it related to monitoring of information systems.

A variety of utilities or programs have been developed to log user interactions with
information systems, such as macro definition utilities, specially designed terminate-and-stay-
resident programs, vendor-supplied :ogging software, and customized versions of retrieval
software to capture and time keystrokes and mouse moves. Some transaction logs also record
system responses.

Rice and Borgman (1983) discussed the kinds of data available from computer-monitored
information retrieval and communication systems. The data can be used for pattern analysis,
error analysis, and time analysis. The advantages of this method included automated collection,
the unobtrusive collection of computer-monitored data of known accuracy, full census and
network data, longitudinal data, and automated experiments. Some of the disadvantages were
extensive data management, ethics and privacy, and limited user information.

Very few studies have been done on an operating hypermedia system in a library, one of
the most important places for information. "So far, however, relatively little detailed empirical
research has been _A out of hypermedia in realistic use.... The field studies currently
available make it difficult to draw specific conclusions about features of hypermedia systems. "
(Waterworth and Chignell, 1989, p.207)

Computer monitoring is a major part in LIMAS evaluation study. This study will be
considered as a field study in the sense that the system is operated in real setting (Gettysburg
College Library) for a real users (the college community). The data sources to be monitored by
computer are time, user screen moves, and destination. Both descriptive and inferential statistics
as well as Markov Chain analysis will be adopted in the study. The data collection has started
and will last about one year.

Very little is known about hypermedia's impact on users. With ifs sophisticated structure
and features, hypermedia may put more cognitive loads on users. The questions explored by this
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study will be the following: 1) What patterns and behavior are exhibited by real patrons using an
operating hypermedia syFtern? 2) How can the patterns and behavior be characterized in terms of

time, states, and tactics? 3) Are users ready to approach hypermedia? 4) How are specific
features used in operating hypermedia systems?

This study will be one of the very few that examine user patterns and characteristics of an
operating hypermedia system. In addition, it will be conducted in a library, an important place
for information storage and retrieval, as well as learning and study. Thus, the findings of this
study will certainly complement the large number of reports of laboratory studies, will help to
provide a more complete picture of the field, and will contribute to research on user studies for

hypermedia systems.
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Appendix. LIMAS Hierarchy Diagram
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Improved Classroom Interaction Through Multimedia

STEVEN L. EPSTEIN
Higher Education Consultant

IBM Corporation,
590 Madison Avenue, New York, NY 10022, USA

(212) 745-3835 SLEPSTE0NYCVMIC1.VNET.IBM.COM

In recent years, a large number of colleges have installed
"master classrooms" in which computer and multimedia
technologies are married with large screen projection to enhance
the teaching process. This use of technology allows the
professor to enliven the lecture by showing the computer image
to all students. Depending on the subject and topic of
instruction, this image can contain computer generated text,
data or graphic images as well as full motion video that can be
accessed from either a laser disc player, the local computer's
hard drive or a multimedia network server.

Success with this mode of instruction has Jed early
innovators to expand the installations of these classrooms on
their campuses. As the price of the technology continues to
decline there will be further impetus for expansion. The
introduction of this means of using media in the classroom is as
revolutionary today as the use of the blackboard was in the last
century; however, it often does not change the way in which
students participate during the lecture. That is, the professor
still professes and the students still sit and take notes.
Teacher style, class size and the sociology of the classroom do
not encourage much two way communication during the "lecture."

Yet, the power of the computer and the power of the
multimedia do not need to remain in the front of the room.
Through the addition of small keypads at each student's seat,
the class members can be enabled to interact with the professor
and with each other. Thus, when the professor asks a question,
all may respond. The aggregate answers can be projected and
individual answe,:s can be saved for later use by the professor.
This technology allows the professor to improve attention,
ensure comprehension, measuie retention, and save time in the
process of grading. Further, the combined use of the computer
tools, the multimedia, and the interactive keypads allows the
professor to cover more material in less time.

This session will employ multimedia to allow three
professors to demonstrate the different ways in which technology
is used on their campuses and to report on research as to the
effects of the technology on student attitudes and learning and
on the impact on faculty productivity. Material being developed
by publishers for use in interactive multimedia classrooms will
also be demonstrated.

BEST COPY AVAILABLE
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Student Satisfaction with Keypad Response-Units:
A Study Across Disciplines

MARLA J. FISCHER
Ancell School of Business

Department of Management Information Systems
Western Connecticut State University, Danbury, CT 06810, USA

During the past five years Western Connecticut State University and the IBM Corporation have
participted in a joint research project aimed at evaluating an experimental instructional delivery
system called the "Advanced Technology Classroom" (ATC). One feature of this innovative,
electronic classroom is a student keypad unit that allows students to respond electronically to questions
posed by the instructor. The design of this unit permits students to respond confidentially to
instructor-initiated questions. Thus, although the instructor knows how each student is responding,
other students are aware only of their own responses. The data collected via the student-response
units are then pooled by a computer and displayed numerically or in bar-graph form on a screen.
Students can see not only how the class is performing as a whole, but also how the class compares
to previous classes responding to the same question. The keypad response units are not intended to
eliminate normal student-instructor interaction, but to provide an additional form of interactivity that
can be called upon during the course of a lesson.

One goal of the WestConn/IBM Project was to study the effectiveness of these keypad devices
from the students' perspective. Specifically, we wondered whether students would prefer the keypad
method to more traditional question-and-answer techniques used in the conventional classroom. In
addition, we were interested in determining whether student satisfaction with the keypad units would
vary as a function of academic discipline.

To answer these questions a study was conducted on students enrolled in three different content
areas: education, management, and statistics. Each class was conducted in the ATC using the keypad
units. The units were employed in a consistent way following established guidelines. At the
conclusion of each course a survey was administered to evaluate student satisfaction with the keypad
units.

The survey results indicated that students strongly preferred the keypad method over more
conventional forms of responding. Moreover, these preferences remained in forre across all subject
areas with 83% to 93% of the students favoring the keypad units. Anecdotal statements from students
also highlighted the keypads as an important component of the system.
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Student Response System

Dennis R. Short
Technical Graphics Department

School of Technology
Purdue University, W. Lafayette, IN, 47907-1419, USA

A student response system (SRS) has been used experimentally in a classroom in the
School of Technology for approximately two years. The system has been used primarily for
summative evaluation and administrative tasks. Developmental work in thc use of the SRS for
formative evaluation and interactive instruction has also occurred. This work has been combined
with efforts to implement electronic grading and distribution of evaluations on an automatic or
semi-automatic basis.

The interest in the system has been primarily two fold: Does the system allow the
instructor to improve the quality of instruction with no or minimum additional preparation costs
and does thc system allow the instructor to be more efficient in the administration of large or
multiple-section courses?

Initial investigations in the use of the SKS were focused on its use as an instrument for
administering short tests and quizzes. Concerns had been raised over the potential impact of
synchronous testing (i.e., lock stepped test) on performance. Additional questions were raised
concerning instrument effect and student attitude toward the devices. Data collected to this point
indicates that no instrument effect exists for tests and quizzes up to 25 questions. Data for tests
longer than 25 questions is being collected and evaluated. Students had expressed anxiety toward
the system initially but this anxiety diminished significantly once experience in the use of the
SRS had occurred.

Initial problems with thc system were limited to instructor familiarity and insuring that
display size and display quality were adequate. No equipment problems were found and the system
has been quite robust in a daily student contact environment. The system is quasi-permanently
wired in a 22 station classroom Some adjustments were required to accommodate visually
challenged students

Formative evaluation and interactive uses have been focused on determining whether
students are comprehending the material heing presented and to elicit comments on the quality and
effectiveness of the instructional presentation. What-if scenarios, Delphi-type evaluations and
rank-ordering sessions have also been conducted.

Currently, plans and reques' for funding arc underway for two additional installations. One
is for a forum type classroom of approximately 75 seats and the other is for a large lecture hall of
approximately 500 seats. The installation of the initial SRS was made possible by an IBM Study
Grant.
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A multimedia presentation for teaching video literacy

KAREN SWAN
Department of Educational Theory and Practice

SUNY Albany, Albany, NY 12222, USA

Video is the dominant media in Amr:rican society today. It is the primary source of
news and information for the majority of the American people. American children spend more
time watching TV than they spend in school. It is essential that we teach thcm to take a critical
attitude t,sward what they view via video. The development of such an attitude begins with an
understanding of the "language" of the medium: an understanding of the techniques and
conventions videographers use to make meaning from moving visual imagery. "Video
Conventions" is an author-created, multimedia application designed to teach teachers the
language of video so that they can, in turn, tcach our children.

"Video Conventions" is written in TholBook, a software package from A.symetrix, that
supports classroom presentations which combine text, graphics, computer animations, sound, and
video from a laserdisc on a single computer screen which can be projected to an entire class.
"Video Conventions" integrates definitions of particular video conventions with video clips from
thc movie Ghostbusters which illustrate them. These are organized into scts lighting, sound,
framing. camera angles, camcra movements, aad transitional devices. For each set, there is a
computer animation which illustrates its distinguishing criteria.

For each set, there is also a student response page which utilizes the Classrooin
Presentation Option (CPO). a hardware and software package available from IBM, to test learner
understanding of the conventions in that set. The student response pages present learners with a
series of video clips and ask them to identify the conventions they illustrate by choosing from a
multiple choice list. Learners type their choice into an individua: keypad. The CPO collects
learner responses and displays them as a histogram, allowing the instructor to uncover and
remediate misconceptions without embarrassing individuals.

"Video Conventions" has been a tremendous addition to my graduate classes in "Video
and Education." Before I created the application, I had to give examples of conventions using
videotape. I would discuss a set of conventions, then run a clip illustrating several of them and
try to talk over it. Now. I can associate a definition with its illustration directly, show the
illustration several timcs, stop motion on a particular frame, even step through the entire clip to
make my points. Thc computer animations make it much easier to discuss defining criteria
within a set.

Perhaps most importantly, thc student response pages embedded in "Video Conventions"
make it possible ror me to test my students' understandings of video conventions and to provide
feedback to them. Educators have long understood that the most effective learning situations
provide opportunities for overt student responses (Kulhavy, 1977; Schimmel, 1983; Kulik &
Kulik, 1988). My preliminary research (Swan, 1992) indicates that such findings apply to whole
group as well as individualized situations. My students agree. "I will never look at video the
sante way again," they tell me, and that is exactly what I want to hcar.
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KIDS MAKING MEDIA:

A SYMPOSIUM ON VIDEO AND MULTIMEDIA-MAKING PRACTICES
OF STUDENTS IN K-8 CLASSROOMS

OR
"MULTIMEDIA MEETS SOCIAL CONSTRUCTIVISM"

TED M. KAHN
Institute for Research on Learning (IRL)

2550 Hanover St., Palo Alto, CA 94304, USA
<Ted_Kahn@irl.com>

The use of video and multimedia is becoming more and more common in K-12 schools.
However, in many cases, these media are being used primarily as a means to support more effective
and enriched delivery of instructional materials and resources to individual students. While there
are now many excellent examples of well-designed, interactive multimedia learning products, the
use of these products in classroom settings tends to still be based around a model of learning as
the transfer of content or skills into the heads of individual students. Such educational practice is
often at odds with the modern learning sciences research which stresses an experiential, "hands
on," and social constructivist approach to the nature of both school and everyday learning (e.g.,
Newman, et al., 1989; Harel & Papert, 1991; IRL, 1992).

At the same time, there is a growing agreement about the importance of "media literacy"
as a basic skill for all citizens, i.e., the ability to "read, analyze, evaluate, and produce
communications in a variety of mediaprint, TV, computers, and the arts, etc. " (Kolkin & Tyner,
1991). A hands on approach to "multimedia making" is now possible for large numbers of
students with relatively inexpensive video cameras and computers. Furthermore, when combined
with the understanding that learning is fundamentally a social process, and that knowledge is
socially constructed as a part of the ongoing participation of both students and adults in various
"communities of practice" (IRL, 1993; Lave & Wenger, 1991), multimedia can open new avenues
for student expression and participation in the practices of such communities

Participants in this symposium are all actively involved in developing students'
multimedia literacy through providing them with direct experiences in making media. These three
presentations may be viewed as mini-case studies, including: K-1 students learning to first make
videos as the basis for multimedia work (Menkin & Raz), student teams designing and
constructing "dream" environments of the future, using HyperCard and QuickTime (Mintz), to
older students using specially designed multimedia composition tools to explore the creation of
new types of interactive, multimedia documents (Soloway, et al.) In all these cases, technology is
being used as a vehicle to help build, support, and sustain learning communities.

This presentation will discuss some of the cognitive and social design issues that are
essential to the successful growth of media-making learning communities by first highlighting
two successful, related projects with at risk students: MultiMedia Works (Pea, 1991) and the
award-winning Rowland High School kninntion Lab (Kahn & Master, 1992). Short segments of
student work from each of these projects will be used to illustrate the power of student-made
video and multimedia as a means to understand how these media can be a window into kids' social
learning and creativity, as well as their worldviews.
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KIDS MAKING MEDIA:

"OVER IN THE MEADOW,
WHERE THE STREAM RUNS BLUE,

LIVE YOUNG KIDS WHO MAKE VIDEOS
AND MULTIMEDIA, TOO"

WILLIAM MENKIN & SHULA RAZ
Yavneh Day School

14855 Oka Road, Los Gatos, CA 95030, USA
<Yavnehuw@aol.com>

Elementary teachers interested in integrating the use of video and multimedia into their
own classrooms are often faced by a sea of questions: "What kind of equipment do I need? How
many computers should I start with? What software should I buy? How will I ever learn how to
use all of this? Where can I get money (grants) to support this?" While all these questions are
relevant to developing a successful program, we hold that they must first be tied to more basic
questions of pedagogical philosophy and classroom organization in order to be truly effective.

This presentation documents how we approached these issues in a combined K-1
classroom and how we began to integrate video and multimedia technology into our curriculum.
Computers, video, and multimedia connections were used for instruction and enrichment as well
as for creative tools for students to actively express themselves and convey their learning to
others. The use of this technology supported cooperative learning in an integrated approach to art,
math, language arts and science learning. It has also encouraged group creativity and personal
expression.

Beginning with language arts and reading projects based on the well-known children's
books, Over in the Meadow and Frog and Toad are Friends, we will present examples of how
children in this age group used simple video equipment to enhance their understanding of
literature, science, technology, and art. Their productions involved planning, scripting, group
cooperation, and criticism. Through these experiences, children learned story sequencing and began
to look at objects with the point of view of, "How will it look through the camera." Examples
from other student praductions will include videos of class science experiments, care and use of
classroom materials, field trips, and classroom activities. Because the classroom lacked any video
editing equipment, all video productions needed to be carefully preplanned and shot in
chronological order. Where this may have made sophisticated video techniques impossible, it made
a necessary virtue out of critical thinking skills involving planning, writing scripts, pre-
production experimentation, and pre-shooting rehearsals.

In addition to video camera and VCR, the classroom was furnished with one Apple
Macintosh LCII and three Macintosh Plus computers, CD- ROM drive, laser videodisc player and
television. Students learned to manipulate Apple Quicklime Tm movies from the CD-ROM drive,
access Kid Pix and "Quick Pix" files, and to place a group of pictures into a KidPix Slide show.
Using commercial HyperCarem stacks, they also learned to select images and pictures from laser
videodiscs for use in sharing with other class members and writing activities.

We believe these activities promote student initiative and leadership skills. Students
were encouraged to develop their own video ideas and work with others on tasks such as script
reading and writing, brainstorming ideas, and putting their ideas into a shooting sequence. For
younger children, these activities were a motivation to focus and increase their attention span. It
provided many with just the pleasure of the aesthetics of producing in a new art form.

References

Kid Pix and Kid Pix Companion. Macintosh software. Broderbund Software, Inc. . P.O. Box 6121,
Novato, CA 94948. 800/521-6263.
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KIDS MAKING MEDIA:

READING AND WRITING IN THE 2IST CENTURY

ELLIOT SOLOWAY, MARK GUZDIAL, & KENNETH E..HAY
Highly-Interactive Computing Environments Project (HiCE)

Artificial Intelligence Laboratory, Dept. of EECS
University of Michigan

1101 Beal Ave., Ann Arbor, MI 48109, USA
<Solowayqeecs.umich.edu>

In education, the dominant mode of expression and communication has been based on
words. Besides the clear educational value in learning to deal with the abstractions inherent in
words, technology has made it easy to work with words. From styluses to the ball-point pens,
from typewriters to the desktop publishing software, the central focus of technology has been
on enabling everyone, not just a special elite, to manipulate words.

However, the mechanisms of learning, of self-expression, of communicating are not
limited to words alone. Quite the contrary, in fact. Visual and auditory modes, for example, are
powerful and used on a moment-by-moment basis in our everyday lives.

The ascendancy of computing & communications technologies in all forms -- main frame
to hand-held, satellite communications to gigabyte networks -- offers education an unprecedented
opportunity: no longer need there be any penalty for using the non-textual media in documents;
no longer need there be any penalty for linking one's documents to those of our collaborators, our
peers. Transmitting documents that incorporate sound or even video to a colleague half-way
around the world will be the norm as the Nintendo Generation moves into middle and high
school.

To explore that vision, we are developing and classroom testing software environments
that enable students to read and write a new class of documents: multimedia, interactive
documents. For example, Media Text (1992) is a multimedia document processor that makes it
relatively easy to incorporate video clips, music clips, sound clips, animations, and still images, as
well as words into one document. We refer to Media Text, with tongue in cheek, as the Brownie
Instarnatic of multimedia.

Media Text is in use in various classrooms in the Ann Arbor school district. For
example, middle school science teachers use Media Text to create video-based instructional
materials. In Community High School, Media Text has been used in composition courses as well
as in science courses. Currently, an urban ecology class is using Media Text on a daily basis;
youngsters routinely use multimedia materials as they write their observations in their journals.
The major findings from all these experiences are these: teachers feel quite comfortable using
Media Text to create materials, while students are able now to express themselves and
communicate using the range of media supported by Media Text.

References

Media Text (grades 7-12) and My Media Text Workshop (K-6). Macintosh software.
Distributed by Wings for Learning/Sunburst, 1600 Green Hills Rd., Scotts Valley, CA
95067, 800/321-7511 (developed by Constructive Instruments, Inc, Ann Arbor, MI).
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KIDS MAKING MEDIA:

DREAM CITY:
MULTIMEDIA AND DESIGN IN

THE APPLE VIVARIUM PROJECT'S OPEN SCHOOL

DAVID MINTZ
Vivariwn Program

Apple Computer, Inc.
292 S. La Cienega Blvd., Suite #301

Beverly Hills, CA 90211 , USA
<Mintz] @applelink.apple.com>

For the past six years, Apple Computer, through the Vivariurn Program, has been
involved in a long term collaborative research project with the Open School, a public, grade I - 6
magnet school in Los Angeles, California. Apple has introduced a variety of technologies to the
school so that, by observing and learning from the teachers and students, we can develop richer,
more functional media.

Currently the Open School has six double-sized classrooms, called clusters. In each of
these post World War II bungalows two teachers work with 64 students. Despite the small size
of the classrooms, there are 30 Macintosh computers per classroom, giving the teachers
approximately a 2 to 1 student to computer ratio.

The Yellow cluster, with children in grades 3 and 4, has participated in and redefined a
curriculum around building and designing a city, infusing technology into the project where
appropriate. Over the years children have designed and built many versions of a city set 100 years
from today. This year-long experience is woven into every aspect of the daily curriculum in the
classroom. Various Macintosh tools, including HyperCard, Canvas, and MacWrite have been used
to enhance the experience. Children have built HyperCard stacks that allow visitors to tour their
unique parcel of the city as well as understand the whole city. Children construct the city, in their
classroom, over a 30 by 40 foot foam core model. Although the city is actually built and
HyperCard stacks can tell visitors about the city, it has not been until the availability of
QuickTime that children could actually try to live in and experience life in their city.

This past year, children incorporated QuickTime movies into their HyperCard stacks,
providing themselves and others with unique perspective of the city. Our presentation will discuss
the limitations and potentials of HyperCard and QuickTime as extensions of children's
understanding of their environment.

Trademark Note

QuickTime is a trademark and HyperCard and MacWrite are registered trademarks of Computer,
Inc. Canvas is a registered trademark of Dencba Software, Inc.
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Techniques for Analysis and Evaluation of
User Interactions with Hypermedia Systems

WAYNE A. NELSON
Department of Educational Le( "ership

Southern Illinois University at Edwardsville, Edwardsville, IL 62026, USA
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Department ofInstructional Technology

University o Houston-Clear Lake, Houston, TX 77058, USA

MICHAEL A. OREY
Department of Instructional Technology

University of Georgia, Athens, GA 30502, USA

DAVID B. PALUMBO
Department of Instructional Thchnology

University of Houston-Clear Lake, Houston, TX 77058, USA

With the emergence of hypermedia systems as a major platform for educational software comes
the related problem of how to document and analyze learner interactions with such systems for the
purposes of research and evaluation. There are a variety of interface design strategies that impact
on how a system performs and should be evaluated. Many hypermedia systems to date have
employed a "browsing" approach to interface design, but alternative designs are also emerging.
Regardless of the type of interface, many questions can be generated when studying the
interactions of users with hypermedia systems. For example, how many users chose to follow a
particular link, and why did the learner choose one link over another? How does the choice of
one link affect choices of subsequent links? What tasks are appropriate for guiding interaction
with the system? What kinds of strategies do learners develop while working with hypermedia
systems? These and many other questions need answers when designing, developing, and
evaluating hypermedia applications for education.

A wealth of data regarding user behavior can be easily collected within many hypermedia
development environments, including the sequence of navigation patterns, time spent at each node,
use of help and orienting facilities, etc. The problem is that because of the nature of this data,
traditional methods of analysis are not particularly effective. Researchers have had to develop new
techniques for analyzing patterns of user interaction in their attempts to evaluate the design and
effectiveness of hypermedia systems. There is a need to categorize a..d compare groups of users in
order to determine the effectiveness of alternative system features, as well as describing
characteristics of interaction by individual users within the same system.

This panel discussion focused on several techniques for collecting and analyzing user
interaction data that have been found effective, including both quantitative and qualitative
procedures. The methods range from simple frequency counts to complex path algebras, from
protocol analysis to ethnographic studies. Representative techniques, including theoretical
underpinnings, methods of data collection, and analysis procedures are described below. In
addition, results from studies where the methods were employed arc summarized, and
recommendations for further research and expansion of the methods are suggested.
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Characterizing User Interaction Using
Path Algebras and Directed Graphs

Characterizing the interactions of individual users, or comparing groups of users can be
accomplished using several methods derived from mathematical set and graph theories. Path
algebras can be used to describe and compare the routes users take through hypermedia systems,
and graph theory can be employed to construct network representations of user interactions. In the
first method, user interactions are characterized in terms of various types of paths through a two-
dimensional space. The moves from node to node of each individual are recorded in data files
while the learner interacts with the system, and these files are then analyzed using algorithms that
extract tt -; nature of the "subpaths" of the total path. Types of "subpaths" can include rings,
loops, paths, and spikes. Thc path that an individual learner follows during a session can be
plotted as a function of time passed, giving an indication of the nature of the interaction with the
system at different points in time. In addition, the frequencies of each type of subpath during the
interaction can be used as a basis for comparison bctwecn individuals and groups.

This method was employed to characterize the interaction patterns of various learners who
possessed different levels of prior knowledge for the domain of a hypermedia system. It was found
that prior knowledge influenced interaction patterns (e. g., there were more "spikes" for individuals
with lower prior knowledge). Extensions of this technique might utilize similar algorithms
embedded within the hypermedia systcm to detect in real time some of the various interaction
patterns, and to provide system interventions/guidance based on such analyses.

The second method employs graph theory to construct a network representation of the paths
taken by individual users, and to compare nctworks generated by the Pathfinder algorithm. This
method assumes that the more frequently a link was traversed by a learner, the more direct is the
association in the resulting network that is constructed to represent the interaction pattern.
Proximity matrices are constructed to represent the relative proximity of a node (in terms of the
number of times it was accessed from a particular link) to every other node in the hypermedia
document. The Paihfinder algorithm then extracts the representative network from the matrices.
Various Pathfinder solutions from different data sets can be correlated to determine whether paths
were similar between individuals or groups.

This method was also applied to the data mentioned above. Results suggested that prior
knowledge may have influenced the intcraction patterns of learners, as indicated by the patterns of
correlations between the Pathfinder solutions of different groups of users. This method may also
be extended by hypermedia authors to specify the initial organization of the nodes and links in a
hypermedia document.

Using Social Interaction Methods
to Analyze User/System Interactions

A quantitative approach to evaluating hypermedia systems has been adapted from social
interaction research to assess feedback features in hypermedia-based intelligent tutoring systems
(ITS) in order to determine the impact of one system's behavior on another's behavior. In social
interaction research, it might be used to determine the impact of a spouse's behavior at. time T on
the behavior of the other spouse at times T+l, T+2, etc., where T is an observable behavior. The
procedure has been used to assess ITS feedback in order to determine the learner's behavior at each
decision point following feedback (either advice or error feedback). This same approach can be
used for hypermedia analyses. In particular, it can help to determine whether a screen of
information achieves its intended purpose.

For example, suppose a screen was created that depicts a process model of a computer, and
that the model has links to various components of the system. These links are implemented with
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transparent buttons that are superimposed upon that component within the model. How likely is it
that the learner will click on any one of these links (or a particular link)? The social interaction
approach can give a statistical analysis of this scenario. The other important aspect of this
technique is that it allows comparisons between systems. Two alternative screens for the process
model described above might be designed with differing theoretical reasons for implementing the
model in a particular way. Using the social interaction analysis technique, a researcher can test the
competing theories in order to determine which is more effective for the intended learners.

Initial studies with this technique used dichotomous data (either positive or negative
behaviors). Similarly, it is possible to categorize learner behaviors as either "the information was
accessed" or "the information was not accessed". Then, a range of learner behaviors from one to
perhaps ten behaviors following the decision point can be examined. A 2 X 2 contingency table
can be generated for each click of the mouse. One dimension of this table would represent whether
or not the learner accessed one of the nodes, while the other dimension would represent the learner
behavior at other nodes. Using multiple contingency tables, comparisons of the learner' s
interactions could be made for each node that is linked to the original node. In addition, the
interactions of multiple groups of learners (the two theoretically opposing depictions of the
process model given above) could be assessed.

In studies employing this technique, chi-square values were calculated for each contingency
table in order to detennine whether learner decisions at various lag points varied as a result of
alternative screen designs. It is also possible to calculate an F-score for comparisons between
groups, allowing researchers to determine which is the more functional of the process models
employed in the systems.

Using Qualitative Methodology
to Generate Theory about User Interaction

The conceptually rich nature of hypermedia systems demands a methodology capable of
dealing with this wealth. Imagine a situation in which a researcher sees one person wink at
another one. Standard research methodology would dutifully note that subject one had winked One
time. But thc reason why this person winkcd would remain a mystery. Perhaps the person had
something in his eye. Perhaps he was a spy conveying a secret message. Perhaps he was flirting.
Whatever the reason, the why of this interaction is what is important to a qualitative researcher.
The ability to describe the interaction from the subject' s perspective is what has been called
"thick" description.

Hypermedia systems arc designed in part to allow users to actualize their existing semantic
networks of information. If that actualization actually occurs, then obtaining the user's perspective
becomes quite important. Any user's progress through the type of exploratory domains typical of
hypermedia depends upon the user's perspective. Did a user go from one node to another because
she was interested in that topic? Or perhaps because she was avoiding another node? Or perhaps
because she was confused, or lost? Wrbal reports have the benefits of allowing researchers to get
directly at users' mental processes, providing massive amounts of data in a relatively short time.
However, they are often difficult for users to generate, and can unduly influence user interaction
with the system. Interviews have the benefits of not interfering with user interaction and of
providing insight into user perspective. However, they are subject to additional levels of
interpretation both by the researcher and the user. Path tracking has the benefit of providing an
objective description of user behavior, but provides little or no insight into user perspective. The
three methods of data analysis have similar advantages and drawbacks when used in research in
user interaction in hypermedia.

Obtaining a thick description of how users interact with hypermedia systems allows
researchers to generate theory about how to design thcse systems and how to evaluate learning (a
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difficult task where there are few, if any, specific learner outcomes). A combination of qualitative
methodologies works well to enable researchers to examine user interaction in hypermedia. Three
data gathering strategies (verbal reports, interviews and path tracking) and three data analysis
procedures (constant-comparative analysis, data reduction, and discrepant case analysis) were used
in a study to determine overall use patterns of hypermedia environments, and yielded interesting
results that suggest a range of user behaviors, from seeking structure and confirming knowledge to
exploring and "getting hooked" through curiosity.

Alternatives to "Browsing" Interfaces: Some Possibilities
for Design and Evaluation

There is much discussion among proponents of hypermedia concerning the intrinsic
advantages of non-linearity, associativity, and representing information via multiple media, but
little is said about the interfaces of such systems. Some researchers presume a certain consistency
between interface and information architecture when raising concerns of cognitive overhead and
user disorientation in hypermedia systems. However, the way in which information is organized
and stored does not necessarily correspond to the way in which that information is represented or
interfaced.

It is interesting to consider the functional analogy between hypernetworks and the purported
semantic network structure of long-terni memory to illustrate this point. The way in which humans
consciously recall and process information in long-term memory has little to do with the specific
architecture of that information. The "interface" is effectively transparent in the sense that humans
do not have to consciously engage in a "syntax" or set of procedures to access the information.
Accessing an analogous network on computer generally requires an interface with substantially
greater opacity. W...:nce, while the analogical validity between semantic networks and
hypernetworks is probably valid, it is confounded by the fundamental differences in the way in
which the information and user are interfaced.

In creating systems which purport to be intelligent, or better still, those which foster
intelligence in humans through some form of directed adaptivity; it is imperative to clearly
understand the ways in which we interface with the knowledge that we possess. Modeling
semantic networks using hypermedia is worthwhile, but merely representing the model to uscrs and
allowing them to "browse" the information does not guarantee learning. Moreover, generalizing
conclusions about the model or the underlying hypernetwork is necessarily limited to the specific
interface elements in which the user engaged. The potential of hypermedia, in the abstract, may be
significant, however two major limiting factors arise as such systems move from the conceptual to
the actual. Both the interface and the representational structure of hypermedia are central to the
development of more effective and efficient means of transferring knowledge. Much debate
surrounding hypermedia, thus far, has centered on the underlying representational structure inherent
in any hypermedia system and the degree to which it parallels human representational structures.
An equally important consideration is the interface between the user and such a representational
architecture.

There is a central distinction hetween thc representational architecture of arty knowledge-base
and the ways in which users interface with it. While there is evidence of an analogous relationship
between human long term storage mechanisms and hypernetworks. the variety of interfaces
available to hypernetworks confounds the generalizability of this analogy. As development in this
area continues, it is important to realize that both the knowledge representation and the interface
issues are important as hypermedia-based learning systems are developed and evaluated. Non-
linearity and associativity can be represented in numerous ways, thus allowing for a range of
potential interfaces to meet the various needs of society as we move into the information age.
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Introduction

Young children love to participate in creative projects that enable them to communicate with

others. As children begin to learn to read and write, thcy desire the opportunity to express

themselves to their friends, teachers, and families using paper, pencils, crayons, paints, cut-outs,

and so on. In our research ai the Computers in Early Literacy (CIEL) Project at the University of

Michigan School of Education, we have examined the developing nature of children's reading and

writing as they use conventional tools (like paper, pencil, and storybooks) and computer tools (like

MacPaint, Story Writer, and Stories and More). Our framework has been one of emergent literacy

in which effective reading and writing develops over time as children explore *.he world of print

and try things out on their own, with other children, and with adults.
Traditionally, being literate meant being able to read and write; however, today, many

American children spend their out-of-school waking hours watching television and playing

computer games, not reading and writing. In fact, many children frequently watch videos and use

graphics-intensive computers in school. Children spend a lot of time in media-rich environments

where the media includes more than just text. Furtherni as computer-based interactive

multimedia "storybooks" (and adult "books" for that er) enter the mainstream, and as

interactive television and other massive, interactive information sources become a reality for the

general public, the concept of literacy is changing. Children arc communicated to with many

forms of media, therefore they must become literate in these forms.

Tiiis panel examines many questions raised by the introduction of computer-based multimedia

into classrooms, flow do we study the newer forms of mass media in the context of children's

literacy? How can traditional theories of literacy be applied to the study of this new literacy? What

is the developmental nature of children's conceptions about the computer? Will children

effectively use interactive multimedia? Will they communicate with the tools we offer to them?

What is the nature of this communication? Are the children able to use the tools? What are some

design rules for the tools children will use to communicate using new forms of media? Do teachers

use the computer to support the curriculum? What implications does this software suggest for

future literacy programs and curricula?
Understanding the impact of new media on children, understanding the nature of the desires of

children to communicate, understanding the teachers' desires to embrace new technology, and

examining how children learn to use tools that facilitate a new age of communication will advance

the understanding of software and content designers, teachers, communicators, and curricula

designers.
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Storybooks on the screen

MONIQUE E. JUAN

School literacy has evolved from slates and chalk to the use of various writing tools including
computers and software. Emergent Literacy encompasses both reading and writing and the use of
various tools to foster early forms of literacy. Because computers are a valuable tool when
examining student's ability to write at different developmental levels, we can begin to determine if
computer-based multimedia can enhance teachers' literacy programs by integrating technological
tools into the classroom. IBM has developed Stories and More, a series of award winning trade
000ks and non-traditional stories on the screen to expand early literacy programs and to determine
if computer-based reading programs can be integrated into the language arts curriculum. In Stories
and More, reading on the screen is presented interacZively to students using various forms of
media including sound, graphics and text.

Stories and More, a CD-ROM-based multimedia :7,3tem, is used on a local area network.
Features of the program include voice options that provile reading support for all 36 stories on the
disk. (In the narration of the stories, the voice is digitized, not computer-generated speech, which
can be adjusted to a moderate or slower reading pace.) Entire books are read aloud by the
computer and students can choose specific words to be read aloud. Interactive computer activities
with auditory feedback to provide immediate positive reinforcement introduce and follow up story
themes and concepts for 16 core stories. Through these activities and suggested interdisciplinary
classroom activities, students and teachers are challenged to incorporate story themes into their
entire literacy program. An on-line library provides an additional 20 stories for children to explore
without computer-based interactive activities. All stories are trade books that are available in print
form to the students in the classrooms and can be repeatedly read by the teachers.

The primary focus of this research is to examine the behaviors of the students while they are
engaged with Stories and More. What type of interaction do the students have with the computer
and this specific multimedia software? Which type of activity do the students find most engaging
and do those activities enhance students' comprehension at all levels? Stories and More offers
three activities which focus on prior knowledge, comprehension, and applied knowledge. What
implications does this software suggest for future literacy programs and curricula? What
suggestions do the students have to improve the software? Early observations and research have
begun to show students are highly engaged and several have shown some high order skills by
discussing the books and actively persuading others to accept their view.

This research also observes how teachers introduce and incorporate Stories and More into
their literacy programs as well as what teacher-controlled factors affect the utility of the computer.
In the past, equity and utility, have been factors when determining if computers are regarded as
literacy tools by both teachers and students. Do teachers use the computer to support the
curriculum? Are the computer and activities which students engage in referred to and discussed?
Do teachers value the computer as a valid literacy tool? If multimedia continues to be beneficial to
children's understanding of literacy, how will literacy need to be defined and approached by
teachers and curricula developers?

The site for this fudy is a public school with an Open School philosophy. Six teachers in
multiaged classrooms agreed to take part in the evaluation of Stories and More. Teachers use the
computer as a literacy tool, but not as the primary focus of their literacy program. Before the
introduction of this literature-based software, students used Children' s Writing and Publishing
Center and Primary Editor Plus for more than one year. These are primarily word processing
programs with clip art and drawing capabilities. Students have been using the computers as a
writing tool, but with the integration of Stories and More, students may begin to regard computers
as literacy tools that accommodate the various developmental levels present in multiaged
classrooms.
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Designing tools for children creating interactive multimedia

JEFF SPITULNIK

This research focuses on children's use of multimedia creation environments; the field of
human-computer interaction is used as a basis for answering questions concerning the nature of
literacy in young children and the use of tools to support literacy development.

Human-computer interaction research is concerned with improving the design of computer
tools for ease of use. Computer-based literacy tools should be easy to use since students have the
primary task of learning and creating; the tools should not put further burdens on the users they
should not distract or create obstacles to the goals of young writers. Tools should assist or at least
enable users in accomplishing the primary tasks and they should have the functionality required by
the targeted users.

The human-computer interface, or user interface, represents the part of the computer tool with
which the user interacts. It is the communication channel where the computer represents its
functionality and current state and where the user communicates his or her intentions and desires.
When a user accesses the functionality of a computer tool and carries out the tasks for which the
tool is designed, s/he is doing so through the user interface. The degree to which the user interface
enables the user is a crucial factor in system design called usability.

Through a detailed analysis of children using multimedia creation environments, I explore
how children use tools to communicate, including what features of the programs give children
difficulty, what features axe misunderstocz, what features are easily remembered or confused, the
nature of the communication, and so on. I 'y goal is to provide a detailed description from which
judgments about how tools of the future might be better designed to support children's emergent
use of multimedia as the pervasive form of communication in their culture.

Using various cognitive and social frameworks, (for example, expertnovice comparisons,
knowledge and procedure representations, misconceptions, issues in motivation such as self-
efficacy and value systems, various interactions within classrooms, and so on), I will examine the
design of several computer-based, interactive multimedia creation environments for young
children.

First grade children in a low income, elementary school in an urban setting use networked
Macintosh LC computers with KidP ix, The Playroom, and Dragon Tales (multimedia storybooks,
encyclopedias, activities, and tools for creating multimedia stories).

Children will work alone and in groups to produce presentations, stories, and portfolio-like
notebooks about subjects of their choice. In similar creative contexts during which children use
traditional literacy tools (pencil, eraser, and paper), first graders usually write about books they
have read, families, playing with friends, recent vacations or field trips, and so on.

I will primarily examine the usability of the tools, but I will also be discussing.the subject
matter chosen by the children, how the children choose to represent the material with new
multimedia tools, and the general characteristics of how the children use the tools. I will be
looking at both the cognitive and social dimensions of the use of computer tools in an educational
setting. This study has three main phases: (I) A heuristic analysis phase during which I analyze the
computer-based tools for usability and utility factors; (2) A classroom observation phase during
which I study the use of the tools in context; (3) A prescription phase during which I suggest
design principles for computer-based interactive multimedia creation environments for children.
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Using Theories of Emergent Literacy to Examine Literacy in the Use of New Media

LESLIE MORRISON

Emergent writing is part of a broader domain of emergent literacy (Sulzby, 1990). Forms of
emergent writing include scribble, drawing-as-writing, letterstrings, invented spelling, and
conventional orthography. These emergent forms of writing display parts of the concepts that
children infer about writing; thus, emergent writing is conceptual and not just imitations of adult
behaviors. However, children's writing does not occur in one invariant, hierarchical order, in
which children move from one underlying conceptualization to another. Instead, children's literacy
development seems to move across various forms of writing, especially when writing different
kinds of texts and using different types of media (Sulzby, 1990).

With computers enteri-s the mainstream and the classroom, we must expand our concept of
literacy to include the computer. Furthermore, with computer-based interactive media, we must
examine what kind of literacy or literacies children are experiencing as they enter the 21st century
(Sulzby, in press). This case study examines a first-grader's writing on and off the computer across
several sessions during the school-year. In the study, we addressed several questions, including:
(1) How does the computer allow or constrain the use of emergent forms of writing that children
use off the computer, and (2) What is the developmental nature of children's conceptions about the
computer?

In the CIEL project, we have found that kindergarten and first grade children from both
middle income and low income settings can use the computer successfully as a writing tool
(Sulzby, 1992; Sulzby, Olson, & Johnson, 1989; Spitulnik & Sulzby, 1992). If the computer
enables the child to use all of the emergent forms, they will use emergent forms. However, we
have found that scribble has been continually under-represented in our distributions. We have also
found that children's composition behaviors seem to parallel those off the computer. In addition,
children show such compositional behaviors in computer rriting as planning, revision, and
rereading. In this study, we have also found evidence of conceptual conflict in children's writing
on the computer. Since children's transition from scribble, drawing, letterstrings, and inventive
spellings into conventional writing is gradual, children often reach points in their development
when they wrestle with their changing concepts. Examining conceptual conflict may help further
develop our understanding of children's thinking as they make the transition into conventional
literacy (Sulzby, in press).

This study has many practical applications for multimedia use in the classroom. For example,
it demonstrates the computer as an important tool for literacy learning in the classroom and shows
how children's conceptions of the computer develop through knowledge and use of the computer
in the classroom. In addition, it may help software designers better understand children's literacy
development when using the computer as a writing tool. Furthermore, it helps parents, teachers,
and researchers expand and define our changing concept of literacy.
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This Computer Is Great, But Will It Mow My Yard?

LARRY S. ANDERSON, Ed.D.
Director, Instructional Technology

College of Education
Mississippi State UniversityMississippi State, MS 39762, USA

HyperCard and LinkWay arc the two premier tools that have leveraged teachers into a
position where they use computers rather than just learn about them. This phenomenon can be
explained with a simple analogy familiar to most people.

Picture it. A young man enters his garage on a warm Saturday afternoon and removes a
lawn mower. Hc reaches down, gives the rope starter a tug, and begins pushing the implement
back and forth across his lawn. Little by little, he strives to accomplish the main goal in his
mindto improve the appearance of his property. Eventually, the task is completed, so he cuts
off the lawn mower, puts it back into the garage, and returns to his house for a cool drink of water.

In a few years, the young man's son has reached the age where he, too, can mow the yard.
Consider the instructional process undergone by the man as he teaches his son. He shows the lad
how to remove the lawn mower safely, how to refill the mower with gasoline, how to navigate the
trees and bushes, how to avoid the rocks and ditches, how to make sure that al the grass gets cut,
how to cut the mower off, and how to return it to the garage safely. Mission accomplished!

Some important questions are raised in an analogy between this lad's learning to mow the
yard and a teacher's learning to use a computer as an instructional aid. Did the man or boy discuss
the physics involved with friction induced by the mower wheels as they passed over the ground?
Did the man disassemble the mower's engine so the child could see and learn the names of all the
internal parts? Did the father teach the child all about the peripheral devices that can be connected
to a mowcr, such as leaf bags, thatching blades, etc.? Did the father make the son take a mowing
literacy test until he achieved a passing score? Did the child have to learn names of a variety of
vendors who sell lawn mowers and mower parts? Did thc father prevent his son from operating the
mower until the lad could describe the functioning of an internal combustion engine? Was the son
requirul to demonstrate knowledge of all thc various types and configurations of lawn mowers
(manual push, electric push, gas-operated push, riding, etc.) that are encountered typically in the
lawn mowing business? What, exactly, was necessary in order for the child to achieve the same
goal the father had in mind when he mowed the yard initially? Further, what could the father do to
entice the child to look forward to mowing a yard? Would the father find it desirable that the child
enjoyed his experience of mowing and could sec the benefit of this activity to his life in the future?

The same kinds of thoughts and activities can be applied to educators' use of computers in
the classroom. While it is not disputed that the well-educated computer user might be able to
work out of a difficult situation, such knowledge is not essential to find worthwhile, pragmatic
application of computing to instruction. Many, but certainly not all, teachers approach the
infusion of computing into their instructional programs with fear and trepidation. What can be
done to prevent this negative feeling? Moreover, what can be done to ensure such a positive
experience that the teacher will look forward to using computers?

Hypermedia is the natural environment in which teachers discover an entirely new realm
of excitement for learning. No longer do they have to be suppressed by the burden of having to
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learn to write long codified programs in BASIC, Pascal, or Logo in order to create meaningful
lessons that target their individual students. Most people respond positively to a visual stimulus;
therefore, the possibility of creating something in a visual environment elicits such positive
response among teachers that they find sustained, intrinsic benefit from using hypermedia.

During the summers of 1991 and 1992, faculty members in the Department of
Technology and Education at Mississippi State University (MSU) offered a special topics course,
Introduction to Hypermedia, to Mississippi teachers who were enrolled in a program that led to a
computer education certification endorsement. Historically, teachers had been expectxd to complete
courses in which they learned all the traditional information about computersbits and bytes,
ROM and RAM, serial and parallel, input and output, immediate and deferred execution, GOSUBs,
GOT0s, and WAIT WHILEs. Far too many teachers were seen leaving the traditionally taught
courses in tears and declaring, "I'll never touch another computer as long as I live!" Faculty
determined that there had to be a better way.

A technology-rich classroom situation was created for the hypermedia course in which the
positive experiences these "average" educators encountered were allowed to flourish. Teachers
created fantastic learning modules using HyperCard and Link Wayand became increasingly excited
throughout the process. These teachers were bathed in a non-threatening, success-oriented
environment having sufficient support such that they were not allowed to fail. As they enjoyed
success on their initial projects, they felt the confidence necessary to continue building
instructional modules. Teaching faculty noticed that teachers did not lose their focus on the
subject matter that was the object of their modules. Rather, they were so involved in creating
interactive lessons for their students "back at school" that they exclaimed often to one another how
they had encountered new ways to present material which had become stale over time.

Hypermedia had served as the catalytic vehicle in which teachers were carried through a
process of instructional materials development and they did not have to know all about bits, bytes,
interfacing, networking, BASIC programming, and the other myriad of "essential" topics included
in most computer literacy courses. Now that teachers had seen how easy it was for them to use a
computer, they felt comfortable to go back and learn about how many bytes of memory would be
consumed by a particular digitized sound.

Instruction in the operation of necessary peripheral devices was kept at such a low keel
that teachers did not feel intimidated by the technology. Regularly, they were told, "Using this
videodisc is no big deal," and "digitizing audio is no big deal." Teachers were not protected from
the nomenclature associated with videodisc players and the cables necessary for them to operate.
Rather, the terms were incorporated as a natural, almost seamless, part of the conversations. The
desire was to make thc concept of digitizing audio seem just like creating a word processing file.
This got them started. Later, when they had overcome any initial fear, we showed them the more
intricate, detailed information about video and audio digitization. Too, "hooking it all up" was
simplified as much as possible at first. The goal here was to make the teacher believe, "I really
can do this stuff."

The emphasis on infusion of various technologies prior to formal instruction on the
technical characteristics of each device allowed thc teachers to concentrate on the instructional
process. This arrangement helped the teachers overcome electronic minutia and gadgetry.
Sometimes, teachers were encouraged to incorporate a videodisc or CD-ROM clip into their
interactive hypermedia lessons without being told about the particular peripheral device. We
attempted to make them see the value of using an instructional resource for the sake of its benefit,
not for the sake of saying they had used interactive videodisc! Only after they had integrated their
new resource successfully in the lesson did we point out how advantaged their efforts were because

they 1-ad used this neat, new technology called interactive laser videodisc. A typ.oal response from
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these students/teachers was, "Wow! I really did that!" This positive inspiration was evidenced in
the quality of their overall instructional plan. An added bonus was that they could hardly wait to
get back home and expand their idea into something their students could use repeatedly.

Hypermedia, as a visual medium, enhances the opportunities for users to profit from
watching others work on similar projects. Graphics-oriented software entices the user/developer to
explore others' projects for the purpose of discovering how someone else approached a particular
problem (or the solution to sonic problem). Because each potential developer comes to
hypermedia with an individual agenda intended to target a specific need, perusing work created by
someone else often gives birth to a parallel idea borne by the new developer. For example,
perhaps a second-grade teacher created a vocabulary lesson using hyperrnedia and his/her work was
available for downloading from a bulletin board system. Suppose a high school Spanish teacher
logs onto the bulletin board system and downloads a lesson. The foreign language teacher browses
the project and is impressed with the idea that this same procedure could be used to great advantage
in teaching Spanish vocabulary words to his/her students. Probably, the elementary teacher had no
idea that his/her work would be found beneficial to other teachers, especially those in various
disci lines. Due to the graphical nature of the project, the foreign language teacher could see direct
implementation with a minimum of revision.

As teachers create hypermedia instructional lessons, they find that revision of their work
requires minimal labor, especially as compared to the same project created by traditional means.
Before the lesson is distributed to the masses of students, the teacher normally will want a sample
set of students to run a pilot test on the lesson(s). Once again, in this process, the beginning
hypermedia-developing teacher recognizes positive aspects of creating in hypermedia. If students
have a problem with some particular portion or they recommend strengthening the project in a
specific arca, the teacher can modify/enhance the work with little effort, comparatively. Had this
work been done in a traditional, line-oriented programming language, many teachers would not be
willing to make any changes. As a matter of fact, the program probably would have been discarded
since revision is so painful with line-oriented programming. Again, hypermedia is the key to the
construction and revision of meaningful instructional materials.

Efforts by MSU faculty to introduce teachers with widely diverse backgrounds and
interests to hypermedia have been rewarded by a near-constant environment of success. Teachers
have called and written to report their success stories as they used their hypermedia projects. They
have requested more training and opportunities for exposure to various forms of hypermedia.
Remember that most teachers prior to this experience were going back to their schools declaring
never to touch a computer again! Many teachers have bought their own personal computer as a
result of their discovering this method whereby they can be successful in instructional materials
development, through which thcy can reach children much more quickly and with less effort, aid

with which they can share learning experiences with their peers. Substituting hypermedia for
traditional approaches to teaching teachers to incorporate computers into classroom activities has
been one of the best efforts attempted in the College of Education at Mississippi State University.

Suppose one were to face the group of teachers who participated in these introductory

hypLrmedia courses and ask them to answer the question posed in the title of this treatise. The

answer would come back resoundingly, "Ycs, this computer is great and it CAN mow my yard!"
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A CBI/CMC Prototype for Legal Accounting Education at a Distance

DAVID ANNAND
CRAIG CUNNINGHAM
KONRAD MICHALSKI

Faculty of Adrninistrative Studies
Athabasca University, Athabasca, Alberta, Canada TOG 2R0

This distance-education prototype features elements of print, computer-based instruction
(CBI) and computer-mediated communication (CMC). It is being tested in part of a non-credit
introductory accounting course offered to Alberta students-at-law. Currently, six out seven of the
lessons within the course are delivered to most students via an on-line connection to Athabasca
University's AT&T 3B2 minicomputer. The present on-line delivery system has several
instructional and administative deficiencies. The material is strictly text-based and very linear;
opportunities for interaction and feedback are limited, learner control is minimal and
communication capabilities are limited to essentially an electronic "bulletin board" format, with
no means for student-student or one-to-one instructor-student interaction. The major
instructional design goal of the project is to minimize these deficiencies while maintaining one
of the major advantages of the course independance of learner and instructor in space and time.

The prototype uses print as the primary instructional medium because of the nature of the
lesson material (rule presentation and explanation), lower production cost and time, and print's
ubiquitousness. However, the unique instructional capabilities of CBI and CMC are used to
complement the print-based material. The Macintosh-based CBI section (developed using
Authorware Professional) has a graphical user interface featuring both click/touch and pull-down
menus, a "Comments" facility to allow students, for example, to identify problem areas in the
CBI material, and various learning aids and navigation features. It also contains a seventy-item
question bank. When selected by the student, a subset of these items is presented based on
instructor-specified parameters. Student progress is monitored and displayed at all times.
Tailored remedial feedback is provided based on learner response. The CBI component also
contains an interactive simulation of the accounting process, featuring graphics, colour and
animation. Twenty examples of tnist and general account transactions are presented. For each
example presented, the learner is required to select the appropriate (displayed) general ledger
accounts. An animated sequence then illustrates how this information "flows" through the
accounting system to the income statement and/or balance sheet of a hypothetical law firm. The
financial statements show "before and after" versions to highlight the effects of each transaction.
The scenario presentation, journal entry recording, general ledger account posting and financial
statement summary is done on one screen. The simulation also provides detailed feedback to the
learner as correct or incorrect choices are made.

The CMC component is invoked from anywhere within the CBI lesson. It uses a
commercial electronic mail system to provide cost-effective (i.e., off-line) and direct student-to-
student communication (one-to-one, one-to-many) at a distance. In addition, student performance
data collected by the CBI review and feedback section and any messages filed using the
"Comments" feature are automatically transmitted to a remote mail server whenever e-mail
communication is initiated by the learner.
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Review of the Literature as Related to the Pedagogical and
Instructional Issues of Hypermedia.

PATRICIA RYABY BACKER & JOSEPH K YABU
Division of Technology, San Jose State University, San Jose, CA, 95192-0061, USA

Because of the recency of Hypercard and hypertext, most research has focused on
developing courseware and applications of hypertext for instructional purposes. Although there
have been many different applications of hypertext as instructional vehicles, little work has been
done in the evaluation of this media as an instructional tool or on its efficacy with differing school
populations. According to a few researchers, Hypercard has some significant differences when
compared to traditional Computer Assisted Instruction (CAI). Jonassen (1986) cited a benefit of
hypertext in that it breaks traditional sequential processing and permits text presentation to be
locally modified by the user to meet individual needs. Stfinton and Stammers (1989) stated that
the advent of hypertext allowed the design of courseware without any predetermined structure that
made the designer's task easier and allowed greater flexibility for the learner to structure the
learning environment to suit their own learning needs. In this way, hypertext supports nonlinear
access to information and learning. However, in a study comparing performance differences in
structured and unstructured environments, they found that the ability of students to function in an
unstructured learning environment depends upon their individual learning styles. Campagnoni and
Ehrlich (1989) found that individuals with better spatial visualization skills were faster in
retrieving information in a hypertext-based help system than those with poorer visualization skills.
In addition, this study highlighted another important feature of hypertext: hypertext seems to cause
new strategie n learning by browsing rather than by employing indices or predetermined menus.

Related to the efficacy of hypermedia instruction, Higgins and Boone (1990) conducted
two studies to field-test hypertext computer study guides with forty ninth grade students (ten with
learning disabilities, fifteen remedial, and fifteen regular education). Their findings indicated that
the hypertext treatment was as effective as the lecture method with posttest scores higher for the
computer study group. Backer (reported in Backer & Yabu, in press) compared the effectiveness of
hypermedia instruction versus traditional methods using a self-paced, hypertext tutorial on
introductory concepts of manufacturing and engineering drawing. She found that students who
used the hyr,- instruction had significantly higher post-test scores than the control group.
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The Play's the Thing:
Students as Theory Builders in the Technologized Drama Classroom

CLAUDIA BARNETT and ERIC D. WALBORN
Computers in Composition and Literature Program, Department of English

The Ohio State University, Columbus, OH 43210-1370, USA

What is a text? To whom does a text belong? How does one determine the meaning of a
text? Our project takes these questions about textuality, authorship, and meaning central to
poststructuralist literary theory and, utilizing computer-supported multimedia, applies them to the
study of drama. Drama is a vehicle of performance, its text merely an outline, a set of instructions
awaiting "completion" through production or imagination. Such completion may be achieved in
an exciting new way through the multimedia modules that we conceive. In order to be used by
students as tools to investigate and create theories of textuality, meaning, and authorship, however,
the multimedia modules must reflect the nature of student inquiry while responding to the
evanescent nature of performance and interpretation that defines and identifies drama.

Reading requires audience participation, as Umberto Eco reminds us: "Texts are lazy
machineries that ask some one to do part of their job" (The Role of the Reader 214). Readers must
make connections between events, themes, and clues, connections which Eco has termed "ghost
chapters." Essentially, active readers become writers as they compose such ghost chapters in their
minds. Reading dramatic scripts provides the most obvious example of the necessity of a reader's
"writing" the white spaces in the text: in a printed play script, the ghost chapters are intentionally
left blank (the intonation, the setting, the props) to be filled-in by actors, directors, and set
designers. Such texts, however, are more often read than seen, and all the work is left to the readet
Multimedia can facilitate ghost-writing and help make reading drima a more visual experience.

A Movie Star Has to Star in Black and White (1976), by Adrienne Kennedy, is a
mysterious, provocative, yet difficult to read play: the set is abstract; the language is repetitive
and oblique; the time-frame is non-hnear. "Marlon Brando" and "Bette Davis" coexist on stage
with Kennedy's creationsClara and her familyand "Davis," "Jean Peters," and "Shelley
Winters" recite Clara's lines for her. This play, set against the backdrop of scenes from Now,
Voyager, Viva Zapata! , and A Place in the Sun, serves as the prototype for our multimedia
development project. Using multimedia components, students will be able to access these movies
and study their relevance to the play. Other modules will enable them to design their own
productions. They will make directorial choices regarding space, time, delivery, and tone. They
will tell Kennedy's "movie stars" where to stand or how to move and see how these decisions
create and alter the relationships among the characters in the play. Hypermedia components,
including criticism and reviews of past performances, will similarly inform their productions.

During Autumn quarter, 1993, the Movie Star project will be presented as a rough shell of
texts, stills, and sounds, to an introductory drama class whose task will be to complete that shell
with its own ghost writing and to flesh out the interpretation for future students. These students
will be actors, directors, dramaturgs, and stage managers, and then they will watch their own
performances and become their own audiences; they will play all roles, viewing the "final"
production from a multiplicity of perspectives, complicating and enriching their theories of drama.
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The Ethics and Aesthetics of Rich Media Computer Human Interfaces

PAUL BROWN
Department of Art & MSUINSE Engineering Research Center

Mississippi State University MS 39762 USA

Now that we have developed and are introducing rich media computer human interfaces it is
important that we develop a taxonomy that can help us appreciate the power and value of these
systems, quantify them and assess their creative and ethical impact. To date the application of
semiosis has been to natural languages and human-human communications. Elsewhere (Brown
'93 a,b) I have suggested that the Semiology of Charles Sanders Peirce can be applied to artificial
languages and in particular to their use in human computer interactions. This analysis offers
insight into the aesthetic (creative) and ethical implications of computer human interface (CHI)
technology and the way it is being developed and used.

Two potentials that seem to essentially identify the uniqueness of the digital computational
system are: communication between two, or more, humans that is mediated and/or enhanced by an
"artificial intelligence" (AI) and; communication between a human, or group of humans and an AI
where the term AI is used extremely loosely. These potentials also emphasize the importance of
the computer human interface.

One of the most successful developments in interface design has been the use of metaphors.
The most famous is based on Alan Kay's Xerox PARC project, Smalltalk, and popularized by the
Apple Macintosh Desktop metaphor. Although this kind of interface goes a long way towards
reducing user intimidation it nevertheless reinforces the misapprehension of the computer as a
productivity/automation device. Also, because of its strict definition and use of external referents
(like "desktops"), it limits human flexibility, creativity and exploration. My recent research
attempts to identify the causes of this undesirable dichotomy where sophisticated CHI's seem to
offer access only by forsaking a morc comprehensive appreciation.

It is important that we find ways of developing the computer human interface so that it: can
reduce user intimidation and encourage awareness and usage; does not disguise the inherent nature
and potential of computational systems (conforms to an ethical paradigm) and; enhances
(encourages) the user to develop novel and unique solutions that are not preprogrammed into the
software or interface and endow an aesthetic appreciation and usage.

The Semiology of philosopher Charles Saunders Peircr enables a semiotic analysis of CIII:
Symbolic Interaction includes alphanumeric command languages and command line interpreters
like DOS, JCL, Etc.; Iconic Interaction, the current paradigm, includes the Smalltalk derivatives
like Macintosh and Windows; Indexical Interaction includes immersion interfaces (virtual reality)
and some rich media interfaces (multimedia input and output). The established associations and
attributes of these terms enable us to better comprehend the limitations and potentials of different
CHI techniques ..nd so be able to make better informed, creative and efficient design and authoring
decisions.
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Hypermedia and Performance Support

CHRISTOPHER DEAN, COLIN WATT, QUENTIN WHITLOCK & SARAH WILKINSON
Dean Associates, 9 The South West Centre, Archer Road, Sheffield, S8 OJR, England

The rapid rate of change in business practices due to competition, changcs in the world
economies, technological developments and so on is challenging businesses of all sizes to react
speedily and effectively to remain competitive. The development of computer technology - both
software and hardware - has reached the stage where it is possible to think of designing and
developing systems to support members of a company so that they can do their work effectively
with current information at their fingertips and without constantly having to ask others how to
carry out functions with which they arc not totally familiar.

The concept of Electronic Performance Support Systems (EPSSs) has developed over
recent ycars to describe computer systems that provide users with information, training, expert
guidance and other forms of support while they are performing their job. The job itself is not
necessarily computer based. The concept of an EPSS is a natural development from, and
bringing together of, a number of application areas that arc in regular usc on many computer
systems - areas such as databases, computer based training, electronic books, expert systems and
help facilities.

Mest EPSSs to date have been developed as one-offs to address problems in specific
organisations. The research that has been carried out by Dean Associates has looked at the
fundamental design methodology for EPSSs and is attempting to define a generic method of
specifying a performance problem so that a solution can be developed efficiently to support any
business where performance is an issue. This ambitious target can only be achieved by using
tools that are already available P.,i liAZ building blocks. The keystone of the strategy is the
adoption of an object-oriented approach to the design. Fitting in well with this is the adoption
of Information Mapping techniques for the presentation of information. It will bc evident that a
typical EPSS will rapidly become useless if the information held in it cannot be readily updated.
Object-orientation and Information Mapping allow a reliable and practical updating strategy to
be adopted.

Two useability factors should be integral to the design of any EPSS. These are an effective
user interface, preferably, but not necessarily, a graphical user interface (GUI) and a friendly
and flexible method of navigating through the system. An EPSS of any size is going to have a
very complex structure and will cater for different levels of staff, conceivably from senior
executives to workers on the production line and sales order clerks. The use of hypermedia
techniques to allow users to access the information in the EPSS in a flexib' fashion is
important but raises problems when updating becomes necessary. Part of the research has
concentrated on developing a strategy that allows many of the benefits of hypertext to be
adopted without the inherent difficulties of updating that the sophisticated use of hyperlinks
causes. The strategy will be described and discussed in this short paper.
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The Effects of Analogies: What Matters Most?

JERRY P. GALLOWAY
Indiana University Northwest

Gary, IN, 46408, USA

Comparative language includes a variety of different, types of speech. Metaphors, for
example, through word or phrase substitution suggest a comparison, although indirectly. The
metaphoric figure of speech implies that a likeness exists even though the comparison is not
explicitly stated. An analogy, on the other hand, asserts a particular comparison directly.
Necessary attributes and processes are targeted for comparison while incidental characteristics
are deemed insignificant and of lesser importance. Analogies can help build more accurate or

more complete mental models (Gentner, 1983; Gick & Holyoak, 1980). An analogy which
perfectly represents comparison relationships can be extremely useful in visualizing, internalizing

and developing an understanding of a target concept.
Galloway (1992, a.) has provided evidence that teaching educational computing with

analogies can improve the conceptual development of what students learn and the quality of
explanations of computing. Obviously not all analogies are equally representative in their
comparisons and some may initially seem quite poor. However, while it seems obvious that a

good analogy would be preferred over poor, the most important concern, to facilitate conceptual
development for students' understanding, does not require the best possible analogies.

Two different groups of beginning computing students were taught with computing
analogies (Galloway, 1992, b.) which were divided (and used separately) into the best and worst
based on an independent evaluation by three experts. In spite of the divergent treatments,
results indicated absolutely no difference between the two groups on a pre/post written test,
essay responses kept in a personal journal as well as the course final exam.

This study supports the view that, through proper development and student involvement in

analyzing both similarities and differences of analogies, both good and bad analogies can
apparently be equally effective in helping students improve understandings. There may be no
such thing as a good or bad analogy. Such labeling may be inappropriate as analogies are
selected for use in the classroom. The learning process lies in analyzing relationships and
attributes in the target and comparison domains. Analogies are useful so long as they facilitate

that process.
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Extended Question/Answer Dialogs
in Hyper Media Systems

G. HOLWEG
Institute for Information Processing and Computer Supported New Media (IICM),

Graz University of Technology, Schieszstattgasse 4a, A-8010 Graz, Austria

Hyper Media and Multi Media enjoy growing popularity as a means for all kinds of
presentation, in reference books, games and finally in education and tutoring as well. However,
most systems lack functions known from CAI-programs, i.e. the possibility to test acquired
knowledge with the help of questions and to judge the answers - either in order to give the learning
person some feedback on his/her learning progress or as a base for statistical analysis. Besides
conventional methods (such as text input with a following comparison between a predefined
answer and a student answer; vocabulary training; multiple choice questions) the use of new media
(graphics, animation, software movies, music) makes it possible to create not only new types of
questions, but also to react to the answers in a new way. Thus the answer to a question can either
be a click on the button, the moveinent of graphics or even the playing of an instrument with a
MIDI-interface. In such a case, judging single input like a mouse click will hardly suffice; hence
complex flow structures have to be defmed which are then compared with the input of the learning
person. To give an example consider a machine which has been taken apart. To reassemble the
machine each component must be moved to its correct position on the screen. The order of
assembly is not arbitrary (a nut for example cannot be fixed before a screw is set), nevertheless
there is still a large amount of possibilities of finding a correct solution (e.g. some other screw can
be fixed first). Owing to this, the definition of the flow structure consists of a number of rules such
as the following: screwl -> screw2 -> screw3; nut after screw; screwl or screw2.

At the present time, experiments are carried out with a prototype of Question/Answer (Q/A)
dialogs at our institute. This system will subsequently be embedded into two Hyper Media-systems
currently being developed at the institute - the PC-based Hyper-M and the Unix-network oriented
Hyper-G. The Q/A-system consists of a number of interactors that have the possibility to react to
external actions (text input and judgment of student answers, mouse clicks, mouse dragging, time-
out by the system clock, run off counters etc.). The whole control of the QJA-system is done by the
control unit which prescribes the solutions to a problem as we have seen in the example above.
The definition of a Q/A-dialog is done by a script language which will be exchanged by an editor
with graphical user interface in the next implementation phase.

In the design of the Q/A-system especially the requirements of Hyper-M and Hyper-G were
taken into account. Some of these requirements are listed in the following: The Q/A-system must
be topic independent (and can therefore not be in the field of ITS); access to extendible libraries of
learning strategies (form filling, multiple choice, drill&practice ctc.); different kinds of feedback
are solely limited by the Hyper Media systems (software movies, sound, animation etc.); switching
between different languages should be possible (English, German, French etc.); easily usable
(undo, help how to use the system and how to solve the problem, recording the student's actions,
time-outs); use of hypertext features (if you do not understand a word in a question or feedback
click on it and the meaning of the word will be searched from an encyclopedia in the background);
access to data bases (e.g. vocabulary data bases).

A precondition for the application of some of the features listed above is an access by the
Q/A system to the powerful features of Hyper-M and Hyper-G. This will be the next step in the
implementation.
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Expert's Views About Key Issues for Courseware
Development in Advanced Computing Environments

MARY E. HOPPER
Department of Curriculum and Instruction

Purdue University, West Lafayette, IN 47901, USA

New attempts to implement computers in education face many problems faced by older
initiatives, as well as some that are a function of newer technology. Overemphasis on advice
from experiences with older technology might endanger new efforts, and a cycle of wasteful
failure and missed opportunity could result. The interactions of older problems with new
technology can be explored by studying environments similar to those that are likely to become
more available to 'Aucation in the future. These environments have the following features:

Networking systems that support two or more types of workstations or personal computers
Easy access to international electronic networks (Internet)
Software for constructing simulations and distributed databases of "linked" text and graphics.

The following organizations have experimented with courseware development in advanced
environments, and their efforts can be analyzed with hindsight by their participants:

Athena, Massachusetts Institute of Technology (Champine, 1991)
Institute for Research in Information and Scholarship, Brown Uuniversity
(Yankelovich, Meyerowitz, & VanDam, 1985)
Educational Research and Information Systems, Purdue Univeristy
(LeBold, Hopper, Feghali, 1991).

The data for this qualitative study was gathered through "ethnographic" interviews with
twenty key developers and managers from the above organizations (Spradley, 1979). In addition
to transcriptions of interviews, published documents were used as a supplemental form of data.
Analysis of the data revealed consistent relationships between three areas of concern inherent in
the nature of "educational computing projects". These three areas were pedagogy, technology and
organizations. Pedagogical decisions presented technical problems, that resulted in organizational
challenges. In attempts to take advantage of valuable pedagogical goals afforded by new
technological capabilities, technical challenges became intertwined with traditional organizational
structures for distributing and managing human, technological, and financial resources. Over the
course of projects, opportunities and limitations afforded by the pedagogical, technical, and
organizational coniexts became reflected in the character of the courseware that was developed.
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urren esigns in yper ar : a can we earn.

Richard Jacques, Blair Nonnecke, Diane McKerliet , Jenny Preece

Computing Department, The Open University, Milton Keynes, UK
t Rank Xerox EuroPARC, Cambridge, UK

There is considerable interest in the use of hyper-systems (such as hypertext and hypermedia)
for education and learning. Wc take the position that understanding current design practice can
inform us of what this learning potential might be and how it might be harnessed.

We used a usability inspection method, Heuristic Evaluation, to study 16 HyperCard stacks.
Design features were identified which would support the users and those that would cause
potential problems. To help structure the evaluation, six criteria were identified: purpose or
author's intent of the hyper-system, domain or content information, structure of the nodes and
links, navigation methods, control mechanisms, and style of presentation. These criteria were
chosen for their relevance to both learning and usability issues. Our findings arc summarised as
follows:

Purpose: Most of the stacks were intended to teach users. We identified a number of morc
specific purposes: tutorials, demonstrations, experiences and arguments. However, not all
conveyed their purpose well. We found that stacks which adequately explain their intentions
and learning objectives through the appropriate use of titles and first cards were more
successful. This improves the user's chance of being engaged and of positioning themselves
with respect to the content.
Content: The contents of the stacks were immensely varied. No matter how interesting the
content was to individuals, there was agreement that motivation to continue was strongly
linked to structure and presentation.
Structure: The structure of the stacks varied from simple loops of cards to complex
hierarchies. Mental models of loop structures are easier to form than mental models of
hierarchies. However, loop structures were slower to use, more cumbersome and less
adaptable.
Navigation: Stacks arranged in loops based their navigation on simple 'next' or 'previous'
arrows, while hierarchies used table of contents, search, find and map tools. The most
successful were those that not only showed the user how to get to links, but provided them
with sufficient guidance to make informed decisions.
Control: Stacks that allow users to do what they want to do (i.e., are flexible but supportive)
provide positive learning experiences.
Presentation: Presentation style (i.e., choice and combination of media) is often the aspect
that is first noticed. The stacks that did make a good initial impression engaged and motivated
us to continue. Surprisingly, many of the stacks exhibited poor uses of typography and
graphical design.

In conclusion, good hyper-systems have significant learning potential, but their design and
development requires much consideration. It is imperative that authors ensure that users will
understand the aim or purpose of the system; the way the content is structured; and how to access,
control, and navigate through the information. Users will learn best with hyper-systems that mect
their expectations, engage, and motivate them.
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Multimedia Captioning: Synchronized Text and Audio Presentations

Dr. Cynthia M. King
Gallaudet University, Educational Foundations and Research

800 Florida Avenue, NE, Washington, DC 20002-3695

The future is bright for multimedia (new media or interactive media, depending on

your choice of terminology). Almost all projections (e.g., Reveaux, 1993) indicate rapidly

growing markets for products that combine text, audio, graphics, animations, and still and

motion video with interactivity and user-control.

Imagine, however, that you are deaf. Turn off the sound in your favorite multimedia

product and imagine what it would be like to live in a world where your primary link to the

world was visual, rather than auditory. Would you be able to "hear" the instructions in
Broderbund's Just Grandma and Me? Would you have access to the speeches and narration in

Clinton: Portrait of Victory? How much information would you get from the vast number of

videodiscs that are not captioned?

Captioning, the process of providing a synchronized written script (captions) to

accompany auditory information, is the focus of this paper. During the presentation at the
ED-MEDIA Conference, various methods of multimedia captioning will be presented, along

with demonstrations of problems (and some solutions) regarding uses of standard television
captioning in multimedia products. This paper defines multimedia and television captioning

and provides answers to three important questions:

1. How much of a problem is media accessibility for deaf and hard-of-hearing

individuals?
2. What are the benefits for me, as a multimedia developer, if I include

captioning as part of my multimedia development efforts?
3. What is needed to do multimedia captioning?

Definitions

(Digital) multimedia captioning involves the use of digital objects (e.g., text fields,

graphics, animations, or motion video) as mechanisms for providing visual representations of
non-visual information. Captioning differs from titling in that captioning involves the

synchronized presentation of audio and visual information, whereas titling does not involve

extensive synchronization and is most frequently used for titles, dates, and other information.
Multimedia captioning is applicable in computer-based systems and the digital television

systems of the future.

(Analog) television captioning involves (a) the encoding of data into Line 21, field 1

of an NTSC's television signal's vertical blanking interval, and (b) decoding of that data
(resulting in display of captions on a television screen) via a decoder in the viewer's home

(Armon, Glisson, & Goldberg, 1992). This system of captioning is commonly known as
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closed-captioning in that the consumer must have a decoder to view the captions (i.e., captions

are "closed" to those without a decoder). As of July 1, 1993, all televisions (13" or larger)
built for sale in the United States will be able to decode closed-captioning without an external

decoder.

How much of a problem is media accessibility for deaf and hard-of-hearing individuals?

Although great strides have been made recently in providing accessibility to
communication technologies such as telephones, televisions, and telecommunications (e.g.,
Harkins, 1992; Jordan, in press), accessibility to computers, and especially multimedia
products, remains a major problem for most deaf and many hard-of-hearing people.

For example, less than two percent of programs (28 out of 2,200) listed in the
VideodisCornpendium for Education and Training (Emerging Technology Consultants, 1993)
are identified as being closed-captioned. The situation is somewhat better for entertainment
video available on videodisc where approximately 17% are identified as closed-captioned (i.e.,
1,200 out of more than 7,000 videodiscs listed in the Laser Video File, Fall, 1992/W0ter,

1993). Still, a majority of materials on videodisc remain inaccessible for independent use by
people who rely on vision, rather than audition, for communication.

Even those videodisc materials that are closed-captioned can become inaccessible
when the video is used in an interactive environment. Non-linear presentations of video can
cause the captions embedded in analog video to become scrambled, disappear temporarily, or
disappear permanently until the decoder is reset (King, 1992a, 1992b). Further, closed-
captions sometimes overlap shot changes or are not timed optimally (due to data transmission
constraints in the system, Armon et al., 1992). These constraints cause additional difficulty
when analog video is used in an interactive manner (King, 19926). Some of the problems
described above can be remedied by "fooling" the decoder via computer-control of the
videodisc or creative programming within the multimedia environment (King, 1992b). Other
problems, especially those associated with CLV-type videodiscs, are more resistant to remedy

(King, 1993).

Even if all of the problems were solved and all videodiscs were closed-captioned,
however, it would not mean that accessibility to multimedia would improve for deaf and hard-
of-hearing people. The future is digital video, not analog (e.g., Grunin, 1993; Rosenthal,
1993). As Reveaux (1993) notes, videodiscs and other analog media may have limited futures
in terms of their role in computer-based multimedia products.

Much of the evidence concerning accessibility problems with digital media is
anecdotal (King, 1993). The breadth and severity of the problem, however, is easily
imaginable by persons familiar with the rapidly expanding market for digital media. The ease
and relatively low cost of creating digital audio, by itself, creates a potential nightmare for the
computer user who is dependent on visual means of communication. Heeter and Gomes
(1992) offer a projection of what the future might hold: "it is time to fully integrate sound
into computing environments; that someday we will look back on the anachronistically silent
word processors and spreadsheets of today in much the same way that we appreciate a silent
movie for its historical value" (p. 155). Is it possible that interactive multimedia, which has
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such potential for visual-oriented people, will be a barrier to full and equal communicative
access for deaf and hard-of-hearing people?

What are the benefits for me, as a multimedia developer, if I include captioning as part
of my multimedia development efforts?

As a multimedia developer, you might be asking yourself, "What does this have to do

with me? I don't develop for deaf or hard-of-hearing audiences." There are several reasons
that you should consider integrating uses of captioning into your multimedia products.

First, the American with Disabilities Act of 1990 requires reasonable accommodations
for disabled populations (e.g., Castorina, 1993; Harkins, in press; Lazzaro, in press). As
Harkins (in press) suggests, developers who consider accessibility issues in the design of their
products will have a competitive edge in sales. Further, "if developers of technologies are
aware of and take into consideration in their designs the needs of individuals with disabilities,
the designs will be more cost-effective in the long run" (Schiller, 1993, p. 6).

Second, evidence is accumulating that captioning can be helpful to a variety of
audiences. Du Bow (1991) noted that 40% of the caption decoders sold in 1989 were sold to
people for whom English is a second language. A multitude of research studies have also
shown positive effects on literacy for a variety of disabled and non-disabled populations,
including adult non-readers, non-disabled children, learning-disabled children, and individuals
learning English as a second language (see, for example, the NCI International Bibliography of

Captioning and Subtitling Literature, 1991).

Third, as with other assistive devices designed for special populations (e.g., access
curbs for wheelchairs), the general population has already begun finding other uses for
captioning. Museums, for example, sometimes caption interactive or video displays that are
used in public places (reducing noise and eliminating the need for headphones).

What is needed to do multimedia captioning?

Three conditions are necessary before systematic inclusion of captioning in multimedia
products can occur: (a) provision of a captioning capacity within digital/multimedia
environments, (b) tools for creating multimedia captions, and (c) extensive use of captioning
capacities and tools. Progress is being made in meeting each of these conditions. [During the
ED-MEDIA Conference, the capacities and tools will be demonstrated.]

Provision of Captioning Capacity. In the object-oriented environments in which
multimedia captioning takes place, captions are simply standard objects that can be manipulated

like other objects; thus captioning can be easily accommodated. IBM's operating system,
OS/2, already has a built-in captioning capacity, and many multimedia programming
environments (e.g., Apple's Hypercard and Asymetrix's Toolbook) can be programmed for
synchronized presentation of text and audio. Finally, captioning capacities for digital video

formats (e.g., Quicklime, Video for Windows) are also becoming available or are in

development.
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IBM's captioning capacity in OS/2 can be used as a model for others. OS/2 provides
a toggle in MMPM (Multimedia Presentation Manager) that determines whether or not
captions are displayed. This concept, based on the closed-captioning system from television, is
an important one in that users can choose whether or not they wish to see the captions. Too,
incorporation of the capacity into the operating system ensures consistency and reduces the
need to build captioning capacity into each program used for multimedia development.

Tools for Creating Multimedia Captions. Tools for titling and captioning are also
becoming available. Various desktop video editing systems (e.g., Matrox's Illuminator on the
PC; Avid's Media Composer Pro) have video titling tools built into them. Such systems,
which typically require manual insertion of each title, can be used for captioning. Most
developers, however, will find them too labor-intensive.

Captioning tools, analogous to WGBH-TV's CC-Writer and other similar products for
television and video captioning, are needed. Doug Short's Sync Text (Institute for Academic
Technology, 1992) is perhaps the most feature-rich set of tools for multimedia captioning
currently available. These tools were developed using Asymetrix's Toolbook on the PC as a
means for providing English translations for foreign operas on videodiscs and for annotating
audio CD's with explanations or musical notations. Like OS/2, Sync Text might be used as a
model for development of similar tools for other environments.

Extensive Use of Captioning Capacitias and Tools. Captioning capacities and tools,
however, will be worthless unless developers use them to incorporate captioning in their
multimedia products. The involvement and support of multimedia developers--YOUR
involvement and support--is the key to ensuring that deaf and hard-of-hearing people are not
denied full and equal access to what many of us believe is the most exciting development of
the century: interactive, multimedia learning environm

Summary

The purpose of this paper was to provide those in leadership positions (the audience at
ED-MEDIA and members of the Association for the Advancement of Computing in Education)
with greater understanding of accessibility issues, other reasons for using captions, and some
beginning knowledge of how captioning can be done in multimedia environments. Hopefully,
it has accomplished those goals and given readers incentive to explore multimedia captioning.

King and her colleagues at Gallaudet University, among others, will be continuing to
explore accessibility issues and developments in multimedia. Individuals wishing more
information can contact her at the address at the top of this paper or via electronic mail
(cmking@gallua.BITNET or cmkingegallux.gallaudet.edu).
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RHINO: Designing Multimedia Curriculum Blocks

Miriam J. Salman Masullo
Thomas J. Watson Research Center
Yorktown Ileights, New York 10598

This paper focuses on the use of multitnedia for representing, examining and modi-
fying curriculum by educational professionals in a teacher support system. In order to
illustrate the concept, a live presentation of several multimedia curriculum blocks isolated
from thc RHINO Model (Masullo, 1993) will be demonstrated in a workstation.

A curriculum is organized into multimedia curriculum blocks. The elements of
these blocks vary depending on thc intellectual content of the block. However, the

common elements that relate to all the blocks arc: educational concepts and principles,
recommendations on appropriate resources, suggested activities to re-enforce the content,
and related forms of assessment. These are categories of information in each curriculum
block, and they correspond to well known fundamentals teachers consider when planning
lessons, such as skills, concepts and attitudes.

Concepts and principles: refer to the major understandings that arc fundamental such as
properties and states of matter for a physical science block.
Resources: wc mId provide references to related materials, from text to video, to software.

Activities: pr ,ray actual experiences in the classroom, or in other settings in video form.

Assessment: arc suggestions or recommendations in the form of voice annotation by
teachers who have had experiences either with the resources or the activities, or who spe-
cialize in the content arca.

The multimedia capabilities of this form of curriculum modeling can be useful for

teacher support as well as for teacher training. Teachers can observe actual groups taking

part in an activity or get information about authentic assessment that is relevant to that

particular activity. Teachers can update thcir skills-167 exploring thc information while
watching a video demonstrating how to conduct an experiment, for example, or how to

usc a new computer-based tool. At the present time, teachers must attend workshops or

rcad about tools or ideas. 'l'hese forms of support arc not always available or arc not a
possibility when needed, while with this relatively modest approach a teacher could

explore a descriptive block at any time and for any number of times.
More research is needed to understand and explain categories of information within

multimedia curriculum blocks, and to define categories of multimedia curriculum blocks.

Research, already in progress, is addressing the issue of linking these blocks in a database-

like fashion. The collection of blocks represented in this manner will be used to formu-

late a large hypermedia curriculum database. Additional issues under investigation
include the management of a large set of multimedia curriculum blocks and a mechanism

for filtering blocks through standards and other forms of accountability criteria. Schemes

that could be used to facilitate selection of blocks by educators arc under study as well.

In conclusion this approach to large scale curriculum modeling using multimedia, gener-

ates many interesting research questions.

[Masullo 1993] Masullo,M. RHINO: A Curriculwn Support System, Creating Learning

Experiences NECC-93, Orlando, FL., 1993.
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ArchiMedia: Interactive Architecture

MARIETTA S. MILLET, PETER COHAN, GRANT HILDEBRAND
Department of Architecture, J0-20

University of Washington
Seattle, WA 98195, USA

ArchiMedia is an interactive reference tool that is designed to be used by students of
architecture in the design studio. ArchiMedia is being developed as a multimedia tool to assist
students and teachers in that exchange of information that feeds the process of integration so
essential to architectural design. ArchiMedia presents case studies of significant buildings in an
dual way, providing both "soft" images to evoke the functioning of the right brain, and "hard"
images to stimulate the left brain.

Several ideas inform this approach. Architecture, as the combination of many aspects, both
technical and artistic, cannot be understood in a simple one-dimensional way. Context (historical,
cultural, physical, economic); structure, materials, and construction; patterns of experiential
awareness ("procession", "mystery", "prospect and refuge"); formal patterns; thermal, uuditory,
and luminous experiences; the architect's experience and approach - all feed into the complicated
totality that is a building.

But students and even teachers and practitioners to a large extent - are exposed to only
partial information about any one building. For instance, one building may be lauded in history
class, and another extolled in structures, and yet another praised by design studio teachers, all for
different reasons. In reality, all buildings have a complicated genesis that, when analyzed and
understood, puts the many aspects of "architecture" in perspective. ArchiMedia follows an
abbreviated Case Study format to make available a broad selection of information about selected
buildings.

The interactive format of ArchiMedia allows the user to plot their own unique course through
the material, making selections through association. With a combination of the software capability
and strict guidelines for formatting, a wide range of connections can be made, for example:
buildings in a certain a time period, or location; buildings by one architect; buildings of one
structural type, or material; buildings with the same experiential pattern, such as "mystery";
buildings with the same organizational diagram or parti; or a certain genre of buildings, such as
museums. The innovation lies not only in gathering the material together in one place for
simultaneous access, but also in carefully structuring the connections to allow real freedom of use
in an organized way.

Developed in Supercard, ArchiMedia requires only a Mac-II platform for operation and
displays all information and images in high-resolution color on the screen. This technology opens
up unique and stimulating ways of manipulating graphic information, enhancing the
comprehension of ideas essential to architecture. Side-by-side and superimposed comparisons of
building plans and sections, three-dimensional color-coded renderings, and animated sequences
create presentations unavailable in printed form. The use of numerous high-quality color images
in ArchiMedia is critical to understanding a building , and yet color images are limited in printed
matter due to cost.

Opportunities for networking are presented in the project. A venture of this magnitude
requires input from many sources as to content and images. The schools of architecture around the
country and world possess these resources. By sharing these resources, the project gains depth and
breadth and quality and the contributors gain access to ArchiMedia.
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Using Multimedia to Teach Thinking and Problem Solving
Skills

NANE'IIE MITCHELL and SUZANNE SUPRISE
Rollins College, Winter Park, Fl 32789, LISA

Technology of the 1990's has created unparalleled teaching possibilities, making
the development of multimedia applications in all disciplines a relatively easy task. But
we see this powerful media as a way to teach more than just content; rather, we envision
a system of modules that teach thinking, or reasoning, skillsthose skills necessary to
solve problems in the real world. The different, but integrated, processes of problem
solving involve several levels of complexity and eventually culminate in application, or
the connecting of acquired knowledge to contextual demands. As such, problem solving
is an interactive process in which the learner sifts through information, picks out critical
features, then compares and constructs relationships among the information to make
decisions.

To build such component skills, educators must adhere to teaching principles
such as (a) directing attention to the critical features of a problem, (b) presenting material
repeatedly in varied contexts, (c) guiding the learner through successive steps of
complexity, (d) providing opportunities for practice with immediate feedback, and (e)
making connections between new information and previously acquired knowledge.
Multimedia can be an effective vehicle for incorporating these teaching principles
through the purposeful integration of video, graphics, animation, and sound, and
through the strategic application of behavioral principles. By developing interactive
modules that augment classroom presentations and provide the learner an opportunity
for independent exploration and practice, learners ultimately acquire such component
skills as sifting, discriminating, comparing, and evaluating problem information.

In interactive computer-based modules, problems can easily be presented in
contexts that are familiar to the learner by incorporating varied and relevant video clips
of real-world events, and by subsequently revealing the salient features of the problem
through spoken or written descriptions. Learners are first presented simple problems
containing visual illustrations, supporting materials, and other cues to guide their
thinking, and then they are given an opportunity to manipulate variables of a problem
and immediately see the effects via animated graphics which simulate the experience.
Learners progress through stages of increasing complexity simultaneously with a
decreasing degree of explanatory support. Activities also require increasing levels of

interaction to promote the generalization and application of skills.
Multimedia offers more than a novel means of conveying content; it is a powerful

educational tool that can deliver an individualized presentation of information that is
difficult to achieve in the classroom, or even in a laboratory setting. It allows the learner
to construct and test varied solutions to a problem by interacting with data. Through this
interactivity, learners actively acquire the thinking skills necessary for academic success.
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PrOolem Solving in a Multi-Media Environment

HENRY F. OLDS, JR.
Senior Scientist

Bolt Beranek & Newman, Inc., Cambridge, MA 02138, USA

Tra tional teaching of problem solving has generally abstracted problems from the real world
and simplified them into supposedly meaningful and understandable chunks. From the student's
point of view, the result has often been problems that appear capricious, trivial, and often silly.
From society's point of view, the result is a very large number of students who are unable to solve
problems in their work or in their lives. With multimedia computer technology, it is now
possible to put in our classrooms rich problem solving environments and the powerful mind-
extending tools that enable students to define and solve the many complex problems that emerge.
As a result, it may be possible to change the very nature of the educational process.

Copley Place is a unique, multi-media, computer program, created as a design example to
engage students in extended inquiry into a complex problem. It is intended to teach
interdisciplinary problem solving skills to students in grades from 6-10. But, more important, it
is intended to teach students how to approach and gain understanding of complex problems and
how to use various languages (mathematical, symbolic, verbal, graphic) for communicating that
understanding. Much as process writing has become a widely accepted approach for helping
students sharpen their verbal thinking skills, Copley Place encourages "process solving" as an
approach to sharpening problem defining and solving skills and solution presenting abilities.

The curricular approach of Copley Place engages students in an interdisciplinary
investigation of a large, complex real problem -- the construction of a $500,000,000 multi-use,
urban, redevelopment project. The program "drops" students into the middle of the most
significant problem faced during the project: how to help Tom Perkins, the real superintendent of
construction, construct on unstable filled land a foundation that can support a 31 story modern
hotel. This is the focal problem that sits at the center of a radiating set of related interdisciplinary
inquiry paths, which are available to students should they wish to pursue them: a path that leads
back in history to the time when the land on which the project is being built was tidal marsh and
was being filled; a path that relates the protest made by the community to the failure of the project
to deal adequately with the local need to replace housing torn down by the project; a path that
explores problems associated with ordering, scheduling, and installing interior treatments and
furnishings for the completed hotel; a path that explores the economies of operating a small theater
complex in the heart of the shopping mall; and a path that explores the design and installation of a
large waterfall sculpture in the middle of the shopping complex.

In addition to the video imagery that connects students to the context, the program includes
tools for representing particular aspects of the problem in visual formats that lend themselves to
manipulation and analysis. Using such tools, students can arrive at solutions that are not only
correct but that are understood. For example, on the computer, the student can create an abstract
representation of the volume of the hotel's foundation and then figure out how to express that
volume in terms of the number of cubic yards of concrete needed to fill it and then the number of
truckloads and amount of time it will take to get the concrete to the site.

Using Copley Place for education poses multiple challenges for typical classrooms in typical
schools. Short school periods do not lend themselves well to the kinds of projects that Copy
Place engenders. Working through the projects suggested by Copley Place can take many days,
possibly weeks, of precious class time. Because it is not always clear what right answers are,
teachers and students may have difficulty agreeing about what constitutes quality products.
However, out of such challenges can also emerge a clearer understanding of why and how it is
important to break the educational molds that constrain today's school from providing the
conditions that lead to world class education.
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Meta-analysis: The Effectiveness of' CAI in Elementary Education

JOHN OUYANG, GAIL GERLACH
GEORGE BIEGER, VINCENT MIKKELSEN

Department of Professional Studies in Education
Indiana University of PA, Indiana, PA 15705, USA

Following Glass' introductioh of meta-analysis into the field of social science research in 1976,
a number of researchers have turned their attention to reviewing the effectiveness of CAI using
meta-analysis. However, only few previous meta-analytic reviews have focused on the effectiveness
of CAI in elementary education, and few of them have reviewed the studies conducted after 1986.

For the purpose of providing up-to-date information of the effectiveness of CAI in elementary
education (K-6), this study reviewed 79 individual studies conducted after 1986 using Glass's meta-
analysis. Among the 79 individual studies, 35 were published journal articles, 32 were dissertations
and 12 were ERIC documents and unpublished papers. In total, 267 effect sizes were calculated
and analyzed through SPSS.

The results of the present study showed that children in the elementary schools raised their
achievement scores by 0.495 standard deviation units when CAI was used. Among the academic
subjects taught with CAI in the schools, there was a significant difference between the instruction
of spelling (ES=.85) and reading (ES=.16). Among the children using CAI in elementary schools,
the higher effect sizes were found for the children in the intermediate grades (4-6) (ES=.57) than
those in the primary grades (K-3) (ES=--.42). Only two of 267 effect sizes with an average of .30
was related to the multimedia CAI. However, no superiority of any application of CM were found.
As the instructional time lasted longer, the effect sizes tended to become lower. There was a
significant difference between the instructional time within four weeks (ES=.67) and the time of
over fourteen weeks (ES=.32). The results also showed that the higher effect sizes were related to
the most recent years' studies (ES >.50).

Based on the statistical analysis, it can be concluded that 1) CAI seems to have a positive effect
on improving children academic achievement: 2) Some academic subjects such as spelling may
be taught more effectively than others, because the nature of learning only needs a paired
association (Niemiec, Samson, Weinstein, & Walberg, 1987): 3) Children in the intermediate
grades appears to benefit more from CAI than those in the primary grades, which confirms that
as children grow up, the relationship with computers is developed from meta-physical stage to
mastery and identical stages (Turkic, 1985); 4) More research on multimedia CAI in elementary
schools is needed in the future to see its virtue advantages: 5) Children's novelty using CAI should
be motivated and further explored; and 6) Newly developed CAI hardware and software may have

an impact on the effectiveness of CM for children in the elementary schools.

References

Niemiec, R., Samson, G., Weinstein, T., & Walberg, H. (1987). The effects of computer based
instruction in elementary school: A quantitative synthesis. Journal of Research on
Computing in Education, 20(2), 85-103.

Turkle, S. (1985). The second self: Computers and the human spirit,
New York: Simon & Schuster.

619

6 ° ;



Interactive classroom presentations and whole group fec 4back

KAREN SWAN
Department of Educational Theory and Practice

SUNY Albany, Albany, NY 12222, USA

Educators have long understood that the most effective learning situations provide
opportunities for overt student response. The positive effects of individualized feedback have
been demonstrated in a wide variety of areas, ranging from perceptual skills (Snoddy, 1926)
through memory (Underwood, 1957) to problem solving (Newell & Rosenbloom, 1981). It has
been extremely difficult and expensive, however, to integrate feedback opportunities for all
students in classroom settings. Until now. The *same computing technologies used to develop
interactive learning environments for individual student use are now being enlisted to create
classroom presentations that incorporate the active participation of all students. While whole
group feedback retains some of the attributes of individualized feedback and might logically be
assumed to entail many of its benefits, the whole group presentation situation requires that
instructors respond directly to student feedback, and that students extract from such responses the
information applicable to themselves. This study investigated learning in just such a situation.

Methodology. Subjects were 48 graduate students of education randomly assigned to
one of two groups. Subjects in both groups were given a computer-based, whole group,
multimedia presentation on formal video conventions that consisted of their being shown sets of
definitions of video conventions together with video clips illustrating each convention.
Following each of the sets, subjccts in the experimental (feedback) condition were shown a
second series of video clips and asked to identify them using individual keypads connected to the
computer through a student response system which displayed student responses as a histogram.
When such display indicated a sufficiently large proportion of the class (> 25%) incorrectly
identified a convention, the instructor explained the correct answcr. Subjects in the control (no
feedback) condition were given identical instruction and shown the same video clips as
experimental subjects The only difference between the two groups involved the presence or
abscnce of whole group feedback. Immediately following instruction, all subjects were tested on
thcir knowledge of video conventions. The test consisted of two parts -- a definitions section (15
questions) and an identification section (10 questions). Mean overall test scores and mean scores
for each section were compared between groups using single-tailed independent t-tests.

Roults. Subjects in the experimental group scored 2 points (out of 15) higher on the
definitions section. and 1.5 points (out of 10) higher on the identification section of the test than
control subjects. Mean overall scores for the experimental group we,-e thus more than 3.5 points
(out of 25) higher than those of the control subjects. The results of the independent t-tests
indicate significant differences between the mean scores of experimental and control subjects on
both sections of the test (definitions; t=2.75, p<.01; identification; t=3.26, p<.01), as well as on
the test as a whole (t=2.56, p<.025). Such findings suggest that the experimental group learned
better as a result of the interactive sessions they received. The use of a single computer linked to
student response units is a far less expensive means for providing feedback opportunities than the
use of individual workstations. If whole group feedback is found to be even half as effective as
individualized feedback, student response systems might be used to enhance traditional
instruction in an affordable way. The technology clearly deserves further investigation.
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A FULLY INTEGRATED ELECTRONIC DISTANCE TEACHING MODEL FOR THE
UNIVERSITY OF SOUTH AFRICA

DR P. HENRY R. VAN ZYL
Department of Educational Technology

University of South Africa, Pretoria, Republic of South Africa

Computer technology in distance education does not refer simply to the use of computers
on a wider scale, but to fully integrated systems, based on sound didactic principles, designed
to promote effective teaching, enabling students to learn effectively according to preferred
learning styles. A paradigm shift is necesary: from a teacher centred model to a student
centred model aimed at promoting independent, critical, problem solving learning skills.

In distance education, students should be allowed to register and to take examinations
according to individual needs. This implies a) an open system, exploiting electronic educa-
tion and learning in co-operative learning opportunities, and b) adopting a totally integrated
multi-media approach, where supplementary media contribute materially to students develop-
ing creative problem solving approaches.

Permanent exam centres, where test and exam papers are electronically generated on site
are also necessary. These centres can provide a full range of electronic educational oppor-
tunities, taking these media and facilities to the people. Once again, the student is the focus:
better opportunities must be created to hone their skills as independent knowledge workers
rather than submit to the temptation to churn out vast numbers of students who have merely
learnt how to answer exam questions more or less successfully.

Students using smart cards must have selective read-only access to all required informa-
tion via numeric keypads such as those at ATMs - this could become a reality overnight if an
agreement is reached with the banks providing countrywide ATM networks. Linkups with
the computerised library catalogue will enable students and lecturers to request any loan
items from the library, access CD ROM material or browse through electronic book indexes.
Online linkups with thc University's editorial department will enable study guides and tutorial
letters to be accessed from electronic bulletin boards and to be printed at home.

Video conferences now take place between the Pretoria campus and Cape Town, and will
be extended to other centres. Synchronous and asynchronous computer conferencing can be
made available to students worldwide, promoting and enhancing critical thinking skills and
independent learning as students and faculty take part in continuous academic debate
without regard to time or place. Thus a truly open university becomes a distinct possibility
where true distance learning is unhampered by any but thc most essential restrictions. Ways
and means of preventing the lowering of academic standards, and preventing students from
being prejudiced in any way, must also be found.

The University of South Africa is already close to achieving many of these ideals. Official
policy on information technology, incorporating many of the above proposals, is now being
drafted. Much of the technology required is already available, or is being developed. Some
teaching departments have already started to move along the lines indicated here. What
remains is to change the attitudes of staff so that they will not resist change, but welcome it
and exploit the greater possibilities it offers for students to develop into independent
knowledge workers rather than to remain passive recipients of a one way teaching traffic,
ultimately benefiting those in whose service the University stands: the student population.
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A Tutoring-text Model Based on a Multi-layers Network

Toyohide WATANABE, Atsushi TANAKA and Noboru SUGIE
Department of Information Engineering, Nagoya University

Furo-cho, Chikusa-ku, Nagoya 464-01, JAPAN

The tutoring-text structure must not. only accommodate domain knowledge, but also in-
dicates the characteristic relationships among learning units wit h respect to the support
of effectual tutoring process. The requirements are satisfied with our hierarchical network
structure. We call this structure as t.he tutoring-text model. The hierarchical structure
has an effect with respect to making the construction/management of domain knowledge
easy, while the network structure operates tutoring relationships among learning units.

The top layer in this model is a directory of domain knowledge, and in the bottom layer
the nodes are distinct learning items. The learning unit. in the higher layer is composed
of several related learning units in the lower layer, like subtrees. The learning units in the
bottom layer are atomic elements of concretely specified contents, and are called learning
items in case of distinguishing these from other learning units explicitly. The learning units
are frames to control learning process and manage learning components. Our learning
items are classified into explanation items, example items, exercise items, figure items
and table items, according to the constructive contents. Usually, the explanation items
take main roles of the learning items against the other items. Although these items are
collected as individual learning units, they are independently connected through various
kinds of links.

The links characterize the connective relationships among learning items/units. The
links among learning units represent that all learning items have the same relationship for
another learning unit. These links for learning items/units are applied recursively from
layer to layer. First, we explain links among learning items. (1) needed-knowledge link(N-
link): This is adaptable to all learning items, and indicates the instruction order set among
lifferent learning items partially; (2) target-knowledge link(T-link): This is available from
an example and/or exercise item to an explanation item, and represents which explanation
item the example/exercise item is derived from; (3) similar-example link(S-link): This is
set from an exercise item to an example item, and indicates that the same resolution
method is also applied to this exercise item; (4) derived-exercise link(D-link): This is
available between example and exercise items, and indicates that the resolution method
in the example item is adaptable to the linked exercise item; (5) example/exercise-specific
link(E-link): This, attached to explanation items, points out an exercise(or example) item;
and (6) reference link(R-link): This is adaptable to every learning item, and refers to a
figure(or table) item.

Next, we address links among learning units. The links among learning units are fun-
damentally propagated from the relationships among explanation items. This is because
other links such as T-link, E-link, S-link, D-link and R-link are always dependent on ex-
planation item, as one study process. (7) needed-knowledge link(N-link): The meaning
is the same as that for learning item; and (8) similar-knowledge link(K-link): This is set
among mutually related learning units in each layer, and indicates that they are similar
or conflicted in the contents mut ually.
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Traditional Native Storytelling Using Computer -Based
Multimedia

PALE AUGER, MICHELE JACOBSEN, BOHDAN J.BILAN
University of Calgary at Calgary, Alberta, Canada

Nine artistically talented youth, from the Wabasca-Desmarais
community (600 miles north of Calgary) in Northern Alberta, published

interactive multimedia versions of their native stories at a traditional

native storytelling workshop in August 1992. A traditional camp was
pitched next to the local lake, and a Mac lab was set up in the local school.
The focus of the workshop was to bring together native youth, culture

and language, and the multimedia capabilities of computer technology.
The participating youths ranged in age from 10 - 17 years old, were

artistically gifted, and while all of them understood Bushlancl Cree, only
half of them spoke it fluently. These children were schooled primarily in

English, and some spoke Cree at home with their parents and

grandparents. The children brought with them their stories, and an

eagerness to learn more about themselves, their culture and language,

and computer technology.
A video and photographic record was kept of the traditional story

telling, artistic and computer creation process.
The first two days of the workshop were spent primarily at the

campsite, telling stories with elders from the community, drawing

pictures with local artists, and writing. The second two days of the

workshop were spent in the local school learning, how to use the

Macintosh desktop, HyperCard, MacPaint, QuickTime and revising the

written stories on the computer, editing their digitized drawings, and

publishing interactive multimedia versions of their stories. Our primary
goal was to bring together a group of native youth to tell stories, write,

and draw pictures about their own culture. We wanted to create an open

environment so the children could freely share and write down their

Native stories, and learn more about their culture. We encouraged open

pride in their native heritage, and tried to reinforce these feelings by

making the primary focus of the workshop on traditional native

storytelling. We also wanted to include as many traditional elements of

native culture into the workshop as possible, because many of these

children came from modern families and had not experienced

traditionally native ways of life before. Nine stories were published.

6 35'

4



GREFI, a talking software

René L. Beauchamp
Adult Education

Commission scolaire des Mille-Iles
Laval (Quebec) Canada, H7L 2P1

The "GREFI"software was produced according to the plans of a Research group
called "Groupe de Recherche en Evaluation Formative Informatisée (GREFI)" from the Uni-
versité du Québec a Montréal (UQUAM). This software allows any student to evaluate him-
self and to receive a prescription at the end of the process if the results did not meet the
expectation.

For the teacher, this software is a test editor that allows him or her to see the stu-
dent's progress getting ready for the final exam.

The Research Group came to the conclusion that a formative testing software
should allow each student to:

with a password, be able to access to his
or her file to see the objectives mastered
and the one that are left to be mastered,

be able to choose any objective he or she
wishes to be tested on,

receive a predefined number of questions
taken from a bank of questions. The tea-
cher decides the number of questions that
must be asked to the student,

The teacher can effectively ...:
register the number of groups desired and

modify these groups,
ask questions that can be accompanied

by pictures or graphs,
follow each student's progress (objective

With this scftware, it is possible to...
create a new content, that is a set of ob-

jectives, of questions for each objective and
a prescription for each objective,
establish the minimal score,
modify any content,
insert graphics, figures and any digitalized

pictures,
The "GREFI" software has won the first prize called "APOLOG-91", a contest organi-

zed by the Ministry of Education of the Quebec Government. The software is available in
French and in English and is sold by Ouebit Inc.* A Macintosh version is on it's way.

be able to type constructed answers of up
to 55 characters,
- receive a reinforcement and a feedback
after each answer,

receive traces and a prescription if the test
was failed,

receive a printed proof if an objective was
mastered.

mastered and non mastered, the number of
time the student had to redo a test, etc.)

possibly modify for each student the num-
ber of objectives to rnastered,

print the results of a group of students.

print the prescriptions and the questions,
import questions from an existing bank of

questions,
see and print statistics of students' achie-

vements,
be able to work on different disk drives.

Quebit Inc., 1584 Fleury est, Montreal, Quebec, Canada, H2C L6S".
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Video Graph Development Project

ROBERT J. BEICHNER
Department of Physics

North Carolina State University, Raleigh, NC 27695, USA

The central task of this two year project is to develop improved instructional materials for
introductory physics instruction which take advantage of state-of-the-art technology. A
curriculum utilizing a visually-oriented approach to kinematics dam collection and analysis will
be written. The development of the curriculum will be guided by recent findings in cognitive
psychology, the work of researchers in science education, and the experience of veteran teachers.
My hope is that we will he able to produce materials which can be used to stimulate student
interest in science, help them become efficient users of technology, and develop both intuitive
and quantitative understanding of the study of motiona "building block" topic in physics.

The approach I intend to use is based on tut extension of earlier work. In a 1987-88 project, I
developed a software package called VideoGraph. This instructional tool was created for use in
introductory physics laboratories at the high school and college level. It allows students to
videotape motion events and use the graphing capabilities of a microcomputer to carefully
examine and analyze the motion. More specifically, the computer replays the video on its
screen while simultaneously creating a graph of position or speed as a function of timehence
the name Video Graph. Ibis particular use of the computer as a data collection and analysis tool
derives from several studies of the successful use of microcomputer-based laboratories. My
contention is that by seeing both the concrete motion event and the abstract graphical
representation of that motion, students will be better able to make the cognitive links between
the two.

The new revision will be usable several ways. Students will still be able to use images from
their own videotaped motion events. The new version will also support access to videodisc
images. And it will be possible for students to analyze "artificial" motion events produced either
through programming, utilizing a Ninting prograin, or by using a shnulation environment like
Interactive Physics. So, besides its obvious use as a data gathering and analysis tool,
Video Graph 2.0 will also he used by students to analyze previously recorded motion events or
even simulated microworlds where the laws of motion are programmed into the system by either
themselves or their teacher.

It is important to realize that my purpose is not to eliminate labs or replace them with
simulations. I want to establish a student tool which can help in the study of lab phenomena and
real world events, and yet still be used (either as homework or in class) to analyze previously
recorded or artificially produced events. In other words, the same software package would serve as
a general motion data collection and analysis tool and as a simulation for further study. I feel a
successful first step toward this goal was made with the earlier version. These materials are
currently in use in schools in the U.S. and the U.K. The project has been favorably reviewed by
the teaching conununity and, in fact, won the 1989 Ohaus Award for Innovation in Science
Teaching from the National Science Teachers Association.

A new kinematics graphing test, currently being examined for reliability and validity, will be
used to evaluate the effectiveness of the materials. Additional assessments, including participant
observations and interviews, will provide a more detailed picture of student learning.

This research was supported, in part, by the National Science Foundation (MDR-9154127).
Opinions expressed are those of the author and not necessarily those of the Foundation.
Additional support came from RastelOps Corporation, SONY of America, and Apple Computer.
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Hyper Guide:
An interactive student guide for a virtual classroom

GILLES BERGERON
GILBERT PAQUETTE

JACQUELINE BOURDEAU
1KEF , Tili-université,

1001 Sherbrooke Est, ae etage,
Moniréal (Quebec) H2X 3M4

The LICEF (Laboratoire d'Informatique Cognitive et Environnements de Formation) tackles the
research and development problems of integrating new technologies to learning environments. In
open universities, one of the solutions is to re-create the dynamics of a university campus in the
form of a virtual classroom. One way to achieve this is through a HyperGuide, an
environment that combines three new technologies: knowledge-based systems, hypermedia, and
telecommunications. It was first intended to serve as a substitute for the "student guide" that is
traditionnally sent to the distance education student, to guide her through the lessons of a course.
Developed from a constructionist perspective, it helps the learner find her own way through the
various learning activities, and build her knowledge f.om them. These activities are the nodes of a
partially-ordered network: from a node, the learner can choose from several paths, some choices
being limited by such constraints as the successive steps of a method, or pre-requisites.
The learner will fmd the following in the HyperGuide:

A general description of the course, its objectives, contents, and evaluation modalities
A description of the learning activities, in the form of instructions guiding the learning process
A description of each document to be found in the document base
A graphic representation of the structure of the different modules of activities, and of the course
contents. Through this interactive representation, the learner has direct access to the activities:
read a printed document, view a video document, use a software application, take part in a
computer-assisted conference, etc.
Advising tools that help the learner in her productions and through her learning process. Tips
are based on a model of the knowledge required to successfully do the tasks
Exercises and tests that are corrected on-line, so that the learner can assess her own progress
Self-assessment tools based on data collected while the learner interacts with HyperGuide. The
learner can use three tracing tools:
- a recording of the activity she has just completed;
- a table of events;
- statistics on the sequence of activities, the time spent on each, and the test results.

Research questions
Designing the HyperGuide environment represents one step towards the architecture of distributed,
knowledge-based learning environments. However, much research is yet to be done and many
questions, among which the following, are yet to be explored:

the cognitive modeling of the multiple dimensions of a virtual classroom
the role of the professor
the minimal systems requirements for integrating the three technologies within a single system
the applicability of the approach to campus-based courses
the relevance of designing a HyperGuide environment for the tutor, and
the building of intelligent advising capabilities.

628



HYPERCASE - A Computer Software for Planning and Developing
Hypermedia Systems

PAULO MARCONDES CARVALHO JUNIOR
Center for Biomedical Informatics (NIB)

State University of Campinas, PO BOX 6005, Campinas, SP, Brazil, 13081-970

Hypermedia projects require an intensive stage of planning, as do ordinary software projects. One
major difficulty is the need to gather in the same team various persons with different professional
profiles, such as software engineers, designers, video makers, educators and subject experts. These
persons need to exchange information, document their projects and demonstrate their ideas to each
other. CASE (Computer-Assisted Software Engineering) tools help software engineers and data
processing personnel to specify and plan software. Their basic function is to offer a project

structure and a set of formalisms and rules on which to base software development.
Analyzing this situation, we have defined our work, regarding the evolution of CASE, in an
almost opposite way. That is, while CASE appeared as a late evolution of structured systems
methodology, we have chosen, on the contrary, to first produce tools suitable for hypermedia
design, and thcn, in a subsequent phase, if the methodology in use proves to be improper, to
develop a new one, better suited to hypermedia work.
With these considerations in mind, we are implementing a basic set of hypermedia systems project

tools: HYPERCASE, or CASE for Hypermedia.
The basic idea of our work is the manipulation of objects, in a way similar to objects found in
object-oriented programming, but without an exact correspondence, since the concept of object

hierarchy is lacking. Examples of objects would be still frames, sound, movies, etc. Each object
has properties specific to its kind. Screens are the basic objects in the system; any other object can
belong to one or more screens. For each object, there is a record with information about it, that can
be accessed from any system module. Each record can have up to ten keywords, allowing many

possibilities of logical indexing, automatically.
The purpose of one of the tools is to help create graphic representations of the project's
specifications. Graphic schemes can be created by assigning symbols to various objects, generating
navigation maps automatically. The tool checks for consistency, verifying the system's degree of
completeness, its granularity, its infinitude and its interruptablc character. One of the tool's
modules is specifically intended to sort video frames into a map of "disc geography" for the
generation of laser video discs.
We consider the existence of two kinds of links: physical and logical links. The former arc
originated from the natural chaining of the data; for example, a sequence of gastrointestinal X-ray
plates. Logical links, on the other hand, occur as a result of a logic judgment or reasoning which

puts together two or more initially disconnected objects. Thus, in our example, thc record of a
given X-ray plate can have the keyword "peptic ulcer"; if a movie showing a stressed man has the
same keyword, these two objects can be linked to each other by a logical link.
The most important point in this line of work (and in some other related ones) is the creation of a
basic framework to make the design and documentation of hypermedia projects easier.
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Electronic Portfolios: A Multimedia Application

GEORGE A. COLLIER, JR., Ph.D.
Department of Accounting Economics, and Finance

MARGARET S. KIRBY, Ed.D.
Department of Office Administration and Business Education

Southeastern Oklahoma State University, Durant, Oklahoma 74701, USA

Multimedia, hypermedia, and assessment are contemporary educational catchwords.
They represent a growing technology and a growing mandate for educational accountability.
They are applicable to all educational levels.

Accrediting agencies are beginning to enforce stringent assessment standards. Agencies
are Federally mandated to "determine that institutions or programs document the educational
achievements of their students in verifiable and consistent ways" (U.S. Government, 1991,
34CFR 602.17). Portfolio review is one suggested way.

An artist is almost expected to present a portfolio of work. Portfolios can be similarly
understood as a device for collecting student assessment data. However, the image of a file
containing samples of a student's work conjures up a corresponding image of voluminous
amounts of unwieldy, easily misplaced hard copy.

This demonstration explores multimedia/hypermedia as a platform for storing,
evaluating, and presenting portfolio information. A constrained budget limits hardware to
information captured on video tape and floppy disk. Scanned input and erasable optical disks
are other logical options as they become cost-effective.

This project is not only an application and evaluation of extant technology to portfolio
assessment but also investigates rubrics for consistently evaluating assessment information
captured. The adage beauty is in the eyes of the beholder is an evaluative phrase applicable to
an artist's portfolio. However, accreditation agencies will not accept this method as "verifiable
and consistent" documentation. In an era of outcomes based education (OBE), assessment
requires that educators prove that their processes add value to their products. Moreover,
assessment requires not only demonstration of value added from process input to output but
also longitudinally (throughout the lifetime of the student). In short, educational accountability
is demanding more hard evidence than assessment tools presently appear to satisfactorily
muster.

Asymetrix's Toolbox authoring language and a NEC PC-VCR are among the tools used
for crafting this approach. Accomplishments of students in the 1993 Business Education
methods course at Southeastern Oklahoma State University were selected as the content for
the electronic portfolios. The students and the instructor participated in the identification of
criteria for selection and criteria for judging merit. Teaching demonstrations, lesson plans, test
scores, and writing samples are among the items included in the students' portfolios.

The researchers envision the expansion of this primitive electronic portfolio paradigm
to a more sophisticated collection of students' assessment data throughout their collegiate
career and afterward. The researchers hope the demonstration serves as a focal point for
educators interested in portfolio approach to assessment. Input, fresh ideas, and discussion are
welcome.
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Multimedia, Constructivism, and Higher-Order Thinking Skills

CHRIS DEDE, LYNN FONTANA, AND CHARLES WHITE
Center for Interactive Educational Technology

George Mason University, Fairfax, VA 22030, USA

Unless information tools that aid in teaching thinking skills are embedded, multimedia
technologies will further overload teachers and students with masses of intellectually indigestible
data. Our research is yielding insights into multimedia design principles to stimulate learner
cognition and motivation. We are constructing a software shell that inculcates inquiry skills while
helping students acquire content knowledge via multimedia materials. The shell is being applied to
a history prototype based on Ken Burn's award-winning PBS series,The Civil War.

The Multimedia and Thinking Skills Project proceeds from the premise that the most
appropriate role for multimedia in schools is not to augment data delivery in conventional
instruction, but instead to foster a new model of teaching/learning based on learners navigation and
creation of knowledge webs through a formal inquiry process. Higher-order thinking skills for
structured inquiry are best acquired under conditions of:

* active construction of knowledge by students rather than passive ingestion of information:
* the use of sophisticated information-gathering tools that allow pupils to focus on testing

hypotheses rather than on plotting data;
* the use of multiple representations for knowledge, so that content can be tailored to

individual learning styles;
* collaborative interaction with peers, like team-based approaches in modern work settings;
* individualized instruction that targets intervention to each learner's current difficulties; and
* evaluation systems that measure complex, higher-order skills rather than recall of facts.

The prototype software shell has four generic, essential features: the IBI (Inquiry Bureau of
Investigation), Dr. Know, the Production Console, and Custom Tours. The IBI provides explicit
instruction in inquiry, while Dr. Know is a context-sensitive coach who helps learners develop
data-gathering and metacognitive skills. The Production Console gives students tools with which
to manipulate the information in the database and create their own tours. Custom Tours is a
non-structured access system to the data that allows free-form searches based on students' interests.
By incorporating these features with extensive multimedia databases, the prototype demonstrates:

* explicit instruction in the steps of inquiry in the IBI;
* implicit instruction in the steps of inquiry and in modeling thinking strategies and

knowledge structures via Guided Tours;
* a context-sensitive coach (Dr. Know) who helps students use their skills as they encounter

the knowledge base:
* a student/teacher controlled production/editing function as a vital element in both

instruction and evaluation;
* an approach to video as an integral part of a rich database to view, analyze, motivate, and

evaluate; and
* large bodies of primary source materials that are the building blocks of the knowledge base.

Design work on this project was conducted under funding from the Corporation for Public
Broadcasting and from George Mason University.
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A Hypertext Exploration of Visual Perception

KEVIN M. FABER AND JAMES J. DEHAVEN
Division Of Mathematics and Natural Sciences

D' Youville College, Buffalo, NY 14201

The scientific education of studenis in the health sciences is critical to their later
development as doctors, nurses, physical therapists, and as practitioners in scores of other allied
professions. In their pre-professional courses, and throughout their careers, these men and women
will be repeatedly confronted by situations which require them to analyze information from many
disparate areas of science and mathematics.

Students entering these fields frequently derive their attraction to the health sciences from
a sense of personal idealism, or, perhaps, from of a fascination with human biology. They bring
with them the well-documented problems of inadequate preparation in mathematics and the
physical sciences, problems which may be compounded for those returning to school from the
work-force. Students in this position are frequently confused by casual references, in their course
work or in journals, to topics derived from physics, chemistry, molecular biology or mathematics.

Hypertext and hypermedia are particularly suited to address difficulties of this nature.
They can, in principie, provide the perfect textbook, in which the learner can access immediately
an explanation for questions in areas of knowledge which might be ignored or relegated to an
appendix in a conventional textbook. Our implementation of this ideal consists of a series of
modularized units, each of which addresses a relevant scientific topic, with the appropriate
computerized links between each such subunit:

1) Thc topic, human visual perception, illustrates the kind of multidisciplinary problem
which is particularly amenable to this kind of treatment;

2) Equai weight is given to all relevant scientific areas;
3) Modules are targeted at the scientifically literate person or at the student motivated to

study the topic;
4) The modules are interchangeable and a front-end is provided for connecting them.

An understanding of human visual perception requires, at the minimum, some degree of
literacy in cellular anatomy, neuroanatomy, electricity and magnetism, wave optics and geometric
optics, chemistry and biochemistry, as well as the psychology of perception. None of these
topics is peripheral to our understanding of the whole and so each must be treated on an equal
footing with all the others. Our program tackles the problem frontally by incorporating sections
in, for example, chemistry and physics which are as richly developed as those in biology

The program, developed using Claris' HyperCard and MacroMedia's Director, is provided
with a front end for assembling and linking additional units. It is richly supplied with animations
and graphics. For example, one animation illustrates the response of the visual cortex to a
rotating line-segment; another illustrates the interrelation between the frequency wavelength and
color of light. The application also contains a concise on-line navigation system. Some useful
alterations in mouse handling routines which might be of interest to other developers have also
been made.
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Chronoscope: Teaching History
with Interactive Media

ANNE J. FAVALORO
Producer, Interactive i rojects

WGBH Educational Foundation
125 Western Avenue, Boston MA 02134

WGBH Educational Foundation in Boston is perhaps best known for its national
productions that have aired on the Public Broadcasting Service.

In addition to its bmadcast programming, WGBH develops products and services in new
media technologies. One of WGBH's recent products is Chronoscope, an innovative videodisc
series for middle and high school social studies and history classes.

Exploring 1492 is the first videodisc title in the Chronoscope series. Students use this disc
to unravel the mysteries of Columbus and the Age of Exploration by exploring aspects of life
in the 15th century.

Throughout the videodisc, students view short, video introductions, supplemented by
detailed text, graphics, motion-video clips, and still images. The material is organized into a
curriculum focused on world cultures and encounters that existed during the age of European
exploration.

An Explorations section depicts the world of 1492 through geography, daily life, trade, and
civilization in each of five areas: the Americas, China, West Africa, the Arab World, and
Mediterranean Europe. In each area, students glimpse life through the first-person account of
someone living in 1492.

A Stories section provides short documentaries related to the encounters and legacies of the
world in 1492. These topics provide more food for thought Crossing the Seas; An Exchange
of Plants and Animals; Who Discovered America?; Slavery in the Americas; After 1492 - New
American Cultures; and Should We Celebrate Columbus?. In the Activity section, students
use a computer game to browse and do research within the program. And an eas} -to-use
software Editor lets teachers and students combine their own text and graphics with materials
from the videodisc and software to create customized presentations and reports.

Chronoscope: Exploring 1492 includes a two-sided videodisc with 60 minutes of motion
video and numerous still images and maps. The software is for the Macintosh platform. A
printed User's Guide and a Teachers Guide, with videodisc bar codes and student worksheets,
are also provided. The pmduct is published and distributed by Optical Data Corporation.

Exploring 1492 is designed to be used in conjunction with textbooks and other teaching
materials. It captures students interest by bringing history to life in ways that textbooks
cannot. By providing awareness of many different perspectives on the era, Exploring 1492
allows students to look at the world of the fifteenth century, and perhaps to see their own
world in a new light.

In addition to Chronoscope, WGBH interactive productions have included three titles in the
Interactive NOVA videodisc series, published by Scholastic, Inc., for middle/high school
science classes. WG1311 titles currently in production include: Interactive NOVA: Earth, a
videodisc program aimed at middle school earth science classes; an interactive biology
videodisc for the high school/college level; and an interactive companion to a new high school
U.S. history textbook.
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Developing Competence of Utilizing Informaton by Using
Authoring Software for Creating Computer Games

MAKIO FUKUDA SHINJI KIMURA KATUAKI KURODA

Department of Hwnan Science Department of Home Economics

Osaka International University for Women. Moriguchi, Osaka, Japan, 570.

KANJI WATANABE

Osaka Electro-Communication College

Neyagawa, Osaka, Japan, 572.

OSAMU IEMOTO

Baika College

lbaraki, Osaka, Japan, 576.

In everyday life, we face many situations in which we must solve problems nd make decisions,

and when thing so, we often need to gather and analyze all kinch of information. One's decision is

usually made on the basis of the information processed Our research has focused on the analysis

of the methodology to develop the competency necessary for problem solving. In order to devise

an effective method, we first outlined the seven concepts (see Table 1) which constitute the
competence to interpret and apply information successfully. For the activity with which the
learners can &velop the concepts, we assigned our students to create computer simulation games.

In the process of making complex scenarios, the gamemakers need to go thmugh the stages which

increase their awareness of various types of information and how they interact each other. Table 1

shows the relationship between the concepts defined and the criteria for the evaluation of games.

Table 1: The concepts and the criteria for evaluation

The Criteria for Evaluation The Seven Concepts

creative design motivation ! attitude

objectives of the game aims for information utilizanon

game materials (graphic/text) consideration on the quality of the information

game content, format and structure elaboration of the information

players' behavior behavior caused by the information

after game feedback evaluation of the result of the information utilization

morality consciousness of norm and morality

The students of our university (the learners) made some interesting multi-media computer gaines.

The questionnaire ackninistrated at the end of the course indicates both that there was considerable

amount of effect of the activity on developing the competence of utilizing information, and that

the students had high motivation and positive attitude towards the activity.

e4,
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Focus:

Purpose:

Tools:

COMPUTER LITERACY FOR THE 90'S:
A Multienvironment Multimedia Event!

Susan A. Garrett
and

Dolores Pusins
Department of Computer Science

Hillsborough Community College at Tampa, FL 33630

The redesign of the Introduction/Literacy course being taught on
higher education campuses.

To design and present a model for incorporating multimedia
technology into the presentation of information in beginning level
computer information courses. Information that has, historically,
been presented through lecture, demonstration, use of overheads
and other visual aids will now be presented in a much more
dynamic, high-tech manor enhanced by hands-on activities in lab
settings.

Since this is designed to span both the Macintosh based environ-
ment and the DOS based environment, we will use both types of
equipment, and software(such as Macromind Director and
Windows Player) for the presentation.

Summary: Multimedia incorporates:
-text
-graphics
-animation
-audio
-video
and can be a most effective tool for enhancing the learning
environment in that these techniques bring the content to life
more powerfully than other types of presentation software or,
certainly, more so than traditional techniques. Simuladon and
prototypes can provide visualization of complex processes or
concepts with interactive capabilities allowing for concrete
learning. Presentations, once created, may be recorded onto
videotape to be distributed inexpensively to other users.

It is our intent to develop a number of module(s) to assist ill
presenting information to students enrolled in the introductory
courses in such a manner as to enrich their learning, as well as
enhance our marketing efforts to increase program enrollment.
We feel that the excitement generated through well-designed
multimedia presentations will help us achieve those goals.
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Exploring Mathematics with Interactive Texts using Math Kit

LADNOR GEISSINGER
Inst. for Academic Technology, UNC-Chapel Hill, Box 12017, RTP, NC 27709

Interactive math texts are computer documents that may contain text, calculations, graphics,
symbolic expressions, animations, video clips, and code that can be run as the user interacts with
the text. Maple. Mathcad, and Mathematica provide for electronic notebooks which are basically
scrollable single-page documents that expand or contract to accommodate user editing and
program output. Typically the user enters commands and the results are displayed in space
automatically opened at the cursor position, often scrolling earlier results off the screen. These
supercalculators have powerful and somewhat complicated command-line languages designed for
use by engineers, scientists, and professors, but few students master enough of the detailed
instructions to experiment with more than simple modifications of their instructor's notebook.

By contrast, the interactive math texts produced with Math Kit are more like books; they are
paginated hypertext documents. The author designs the book as he/she wishes, arranging on each
page any combination of fixvi background or scrollable text fields, command lines, graphing
windows, direct manipulation gadgets, or even a complete programming setting. The author
decides on the type of learning environment that seems most appropriate for the students and the
particular math topic. It can be narrowly focused and require little previous experience, or it can
be set up for free exploration of a topic with a lot of student input expected. Regardless of the
style of the book, or the initial setup, the reader has available a menu of easy-to-use exploratory
tools to activate at any time. We hope thereby to encourage play and experimentation.

Math Kit was designed from the start as a tool for learning math. It is intended to facilitate
the creation and use of interactive mathematics books at the high school and college level. It is
being developed at the Inst. for Academic Technology, a partnership between the University of
North Carolina at Chapel Hill and IBM's Academdc Information Systems. Its chief architect is
math professor Jim White. Math Kit extends the Microsoft Windows environment to make it easy
to handle mathematics -- to enter formulas and programs, to carry out symbolic and numeric
calculations, to display and manipulate the output, and to read and write mathematical texts. The
brains of the system is a LISP interpreter.

Math Kit is a library of tools which can be used with various front end programs such as
Tool Book, Visual Basic, and the special authoring program we are building, called TIM (Toolkit
for Interactive Mathematics), which was designed with the help of high school teacher Jim Swift.
An author can lay OJI a page using the built-in Math Kit display windows (text, math edit, data,
graph2d. graph3d, animation, program) and user gadgets (sliders, buttons, check boxes). The
author writes short scripts to activate the display objects and gadgets. and so constructs a math
microworld. There is an extensive command and progranuning language called Math Script,
which is English-like, informal with a forgiving syntax, intuitive, and very easy to learn.

Tool Book (a software construction kit for Windows) is a widely used presentation tool. By
itself it is inadequate for building interactive math books, but in conjunction with Math Kit it is a
great tool. TIM has less variety in objects and settable properties than Tool Book, but it is also
much easier to learn to use and it has two special explorer pages: for algebra/functions/calculus
and data analysis. To do some real data collection and analysis in class, connect your computer
to an IBM Personal Science Laboratory unit, plug in a probe or two, and import data directly into
your interactive math book. These are the instraments for mathematics as a laboratory science.

elg
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A Hypertext Dissection Atlas

D. EDWARD HART, KEVIN M. FABER AND JAMES J. DEHAVEN
Division of Mathematics and Natural Sciences

D' Youville College, Buffalo, NY 14201

The student in the introductory course in gross human anatomy is confronted with a
daunting task. A huge volume of information must be committed to memory, much of it
consisting of an arcane and obscure nomenclature. In addition, the structural and functional
relationships among the diverse components of the body's subsystems must be understood and

recognized.

Traditionally these objectives have been accomplished by means of a lab experience in
which the student dissects a human cadaver. Although the experience acquired through this
method is irreplaceable, there are several practical problems which inhere in this approach:

1)The number of human specimens is limited, and students rely on presentations by
other students for a large portion of their experience;

2) The cadavers deteriorate during the course of the laboratory;
3) The crude dissecting technique of beginning students frequently destroys details of

innervation and blood supply for subsequent observers;
4)There is considerable variation among specimens which, although it can illuminate

anomalies, can also confuse the beginner.

It is therefore reasonable to explore ways in which computer-assisted-learning can be used

to augment the traditional lab experience. Because human anatomy requires reference to a large
and complex database, and because there is a concurrent need on the part of the learner for
experimental visualization of the relations between members of the database, there has been
considerable interest in both commercial and non-commercial utilizations of this technology.
Because of our belief in the paramount importance of the lab experience, we have developed the

first module of a hypertext program to be used in conjunction with our gross human anatomy
laboratory course. The program, developed using Claris' HyperCard and MacroMedia's Director,
consists of a HyperCard stack which we hope will serve as an animated "atlas" for our students.

The current work, although limited to the dissection of the back and the upper arm,
already contains hundreds of digitized photographs of dissections and of models, as well as

QuickTime movies of dissection techniques. Animated displays of blood supply, innervation,
origins and insertions of muscles, and the position of partially occluded structural details are
superimposed upon photographs of dissected cadavers.

Because it will be tool to be used by laboratory students, the central organizational
principle of this application is the routine of the conventional gross anatomy lab. Navigation

through the stack is according to anatomical subsystem and to the dissection layer of that
subsystem. The application also contains practice quizzes similar to our written exams as well as

visual tests similar to our lab practicals. Current work involves automating the processes of

adding graphics and inserting additional subunits into the stack.
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"The Use of Multiple Teclmology Resources
in a Distance Learning Doctoral Program"

Lois Ann Hesser
Al P. Mizell

The National Cluster in the Child and Youth Studies doctoral program at Nova
University is described through a series of posters, videotape, and handouts to
provide an overview of what is involved in developing and delivering a doctoral
program via telecommunications using a variety of media resources. Nova began
delivery of distance education in 1972 and introduced online computer delivery in
1983.

Distance education is defined as instruction that occurs at a distance from the
instructor (Feasley, 1982); or the delivery of instruction in which student learning
takes place at one location, while content and management expertise are at another
location (Evans, 1986). Distance education that involves the use of a personal
computer and modem is becoming more popular today to electronically deliver
instruction and to provide real-time interaction between the faculty member and a
group of students.

The Nova Child and Youth Studies Doctoral Program offers its degree programs
using an electronic format, known as the "National Cluster." This online approach
is offered as an optional alternative to the more traditional weekend cluster format
where the professor is flown into a regional site to meet with the students in a
traditional class setting. Instruction is accomplished through a combination of "live"
meetings, electronic communication, and various audiovisual resources. Among the
online activities to be described are the use of electronic inail and "real time"
participation ba electronic classroom (ECR) sessions. A description of the way the
program is delivered and how students react, as well as examples of the materials,
videotapes, study guides, phone contacts, etc. that are provided will be shared.
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Lo v Cost Multimedia In Teaching

GILLES KUNTZ
Institut IMAG - Grenoble University

B.' 53X F-3804I GRENOBLE Cedex (France)
E-mail: kuntzimagfr

Today the availability, at an affordable price, of graphics cards, the progress in the techniques
of still or animated image compression, the integration of these tools in QuickTime enable the
realisation of multimedia presentations even in fields with low financial possibilities such as
education and professional training. The aim of this poster is to show that the financial and
technical obstacle have disapeared. Therefore one should not hesitate to implement without
delay these new technologies augmenting this way, without any doubt, the power of
communicating.

Developing Multimedia Applications

What are the options polisible today tO a multimedia developer ?
Two classes of developing tools are available :

authoring systems : although these softwares pretend to be acessible to non computer
scientists, the truth is that their use needs logical concepts that are close to the formalism of
programming; therefore there are not easily usable by the non specialist and the resort to
computer scientist is still necessary.
- prototyping environm.:nts like HyperCard : at the opposite of the latter these systems do not
pretend to avoid the use of a computer scientist for the realisation of the multimedia
application prototype specifics scripts , use of external commands...), but their flexibility
enables the end user t ) modify himself the presentation in its final aspect (choose of images,
of sounds, adjonction o, deletion of screen pages which act as a model page, change of texts...).
This very important prcolan of update in multimedia is very often forbidden because of the
complexity of the tools and techniques used.

Color HyperCard External Commands

These tools developed in IMAG Institute are a set of external commands for HyperCard version
2.0 and after named 'Color in the purpose of adding colors to HC. These external commands
deal with a special color window on top of the HyperCard window. Mouse events in the color
window are sent to HC card, so all the user interaction is under control of HyperTalk scripts.
Special XCMD can draw styled text extracted from text fields over the color window and others
let the user to update t :Is in field in a convenient manner. These kinds of tools allow an end
user to modify in a simple way texts, images or perhaps buttons accordingly to scripts written
by the developer.
With this set of XCMD a complete interactive application with buttons, text fields, sounds,
pictures can be prepara: in a short time with the help and the power of HyperCard.

A complete demonstration of these tools can be found by file transfer procotol on INTERNET
at imag site by anon tious ftp to ftp.imag.fr in the /pub/COLOR-XCMD directory under
filename color-xcmd.bii .hqx
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Creative Interactive Programs for the Middle School Student

SAMUEL A. LAPPANO
Catherine Hall Middle School

Milton Hershey School
Hershey, Pennsylvania

Current interactive software offerings seem to address the educational needs of the
elementary and secondary students. There seems to be a lack of good interactive software on the
middle school level. Many programs on the middle school level seem either too elementary or too
advanced for thi s unique educational level. I have written and developed HyeprCard programs in
the following three subject areas for use in our middle school program; History, Music and
Geometry.

The first program to be demonstrated is "The Battle of Gettysburg." The program uses the
uniqueness of the HyperCard format to present information regarding this historic Civil War Battle
in an innovative format. Students are free to explore text and graphics concerning the battle. As they
read the narrative of the battle, they may freely move to maps of the battle as well as click and print
any of the battle maps.

An animation sequence of cards shows the movements of the Union and Confederate
troops. At any point in the program, students may also explore a pictorial file of the generals involved
in the battle. Each file contains a scanned picture of the general and also biographical information.
Many hist( ic photographs have been incorporated into the program. The value and uniqueness of
the program can be appreciated through a demonstration of the program with audience participation.

The Second Part of the demonstration is in the area of music education; the stacks are
entitled, "The Magic of Mozart" and "Beethoven and His Music." The programs feature extensive
sound resources as both instructional parts of the program as well as reinforcement tools for the
review section. Unique features also include visual choices and reinforcements not possible if the
information was presented only in text style. Once again, the demonstration of these programs as
well as a visual presentation on how such elements can be implemented will be of great value to the
educator.

The final demonstration will be a stack entitled, "Geometry - All Shapes and Sizes." The
stack was developed through the John Lilly Grant Program. The object of the grant was to devise
new and unique ways to convey mathematical principals to middle school age students. The program
has an instructional section which uses a graphic method of demonstrating geometric terms for the
uscr. Scanned photos and original drawings that incorporate the geometric shapes being discussed
and reviewed are just one of the innovative methods used. Sound. graphics and text combine in an
innovative manner to present geometric concepts for the middle school age student.

In addition ro the original programs described above, several commercial HyperCard
programs will be domonstrated and discussed.
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DESIGN, DEVELOPMENT, IMPLEMENTATION AND EVALUATION OF
COMPUTER-BASED INSTRUCTION (CBI) FOR SOME TOPICS OF

GENERAL CHEMISTRY COURSES.

Manuel Martinez M.; Santiago Fernandez S.; M6nica Herrera C.; Yolanda Pld F.
Departamento de Ottimica; Facultad de Ciencia Universidad de Santiago de Chile. Avda.

B.O'Higgins 3363; Santiago de Chile

The adoption of new technologies aimed to improve the education quality and to
encourage the participation of students, is something widely known. From this point of view,

the rapid proliferation of relatively inexpensive microcomputers, added up to a more
sophisticated technology, and a significative amount of commercially produced educational
software programs, has brought a notorious increase in the use of them in educational
institutions. Surprisingly, research studies about the educational effectiveness of individual
software programs are rather few as it was pointed out by Jolicoeur and Berger (1986). Plom
and Pelgrum (1991) concluded that computers are used mainly for teaching about computers.
Nientiec and Walberg (1987) after comparing and evaluating 16 reviews, concluded that what

is known about CAI is that is a moderately effective instructional intervention. Whiting (1984)
points out that computer assisted learning (CAL) has become a powerful instructional and
learning medium, but the concept of "mastery learning" has not been applied to CAL
strategies.

The analysis in the specific case of use of computers in the area of chemical education,
allows similar conclusions. Software available to be used in tutorials or self-instructional
materials, is scarce, if any. As a conclusion, it can be said that the available results deserve
further research in this area.

In our university, we have been working in the design, development, implementation and
evaluation of educational software to be used in chemical education, that is effective, efficient,

and encourages the participation and interest of students. The subjects were prospective
chemistry and biochemistry students attending General Chemistry courses . The instructional
materials were systematically designed by using Dick and Carey's model (1978).

The results have been quite satisfactory. The most interesting situation that has
derived from this research, is the data base that has been gathered about common mistakes
that allowed us to design computer dialogs for teaching those topics that offer major problems

to our students.
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Instructional and Research Uses of Multimedia
As Learning Empowerment for Faculty and Students:

Teaching Chinese Art History with AVC

FRED H. MARTINSON
Department of Art

University of Tennessee at Knoxville, TN 37996, USA

The basic problem in Asian art history is not very different from other disciplines in the
humanities. It is how to make available the materials for any given class, and, for more advanced
students or for research projects, how to make available the larger resources behind any given class
taught. Art history does require the use of many images, but the image capablities of the AVC
program arc outstanding.

I am teaching Asian art history almost entirely with the use of the images, text, and
programs generated by the Audio Visual Connection (AVC) multimedia program made by IBM.
This multimedia project (now called the "AVC Project") at the University of Tennessee/Knoxville
(UTK) is based in the College of Education (COE) in the Department of Educational Leadership,
and it serves the Asian art history area of the Department of Art in thc College of Liberal Arts.
At present it is used primarily for classroom teaching, but once computer laboratories arc
expanded, students will be able to review and work ahead using the same images and information
as the instructor. This rather different history is related in brief below. Much of the audiovisual
data already gathered will go toward creating a visual, research databaie and a tailored curriculum.
With new developments such as Digital Video Interactive (DVI), the training of the teaching and

support staff and interested students is an on-going process.
For ED-MEDIA 93, I propose to demonstrate the present capabilities of this project by

allowing the viewer to use our present trigger fields to navigate to any Asian culture and to any
period in that culture's history o'' art. For students in surveys - even in the classroom, such a
hypermedia capability gives them the power to review and/or work ahead: for faculty and advanced
students, it means that detailed investigations can he located beside or within their appropriate
historical and spatial places. Two aspects that are clearly better and very different from past
methods in art history, arc the potiential availability of all color images on servers (or eventually
on laser disks or CD-ROM disks), and the ease of adding text information to class presentations.
The difference is that although an intructor may use color slides in traditional teaching, students
still have textbooks with mainly black and white illustrations. Also, it should be noted that
programs such as AVC allow the calling of random access slide projectors and PC-VCR's, both
traditionally used as quite separate devices in art history classrooms. I have found that text
information in computer presentations replaces most, but not all, needs for the chall-hoard (art
historians do not usually use "text" slides, nor do they usc overhead projectors: students rely on
handouts and chalkboard information).
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A Model for the 21st Century or Where are the Textbooks?
They Have "Gone" Multimedia.

Ellen Nelson, C.E.O.

Decision Development Corporation
2680 Bishop Drive, Suite 122
San Ramon, CA 94583 USA

Today the printed textbook is the primary resource used in classrooms to define and present the
curriculum to teachers and students. Materials supplemental to the textbook such as other print,
movies, kits, video tapes, laserdiscs, computer software and integrated learning systems are also used.
An increasingly dense base of technology exists in the classroom such as computers, videodisc players
and CD drives to the degree that it now could be used as a comprehensive curriculum delivery system
with or without textbook support.

Science 2000, developed under a technology grant from the California State Department of
Education, is a major first step in the transition from a primarily print to a technology delivery system.
Based upont.1.-.; Califon, ia Science Framework and a constructivist pedagogy, Science 2000Y provides
teachers and students with a hands-on technology-based curriculum. Data bases of information, live
action video, still pictures, and scientific tools, which allow simulated experiments, data collection
and analysis, are the resources used by students to answer investigation questions and to explore and
learn science based upon the questions and their own interests. The delivery platform for Science
2000" is an individual DOS or MAC personal computer or a network of computers supplemented by
videodisc or digital hardware in classrooms and schools.

The applications of the future, or the next generation of Science 2000Y, will be a multimedia
curriculum delivered on-line. Fiber optic networks already in place, satellite telecommunications,
and cable television networks throughout the nation will provide the means for accessing vast
resources of information. The classroom as we have known it could change dramatically. Students
will be able to access the curriculum and other information anywhere there is a computer, a phone
or cable outlet. Completing lessons, receiving assignments, gathering information, solving problems,
turning in homework and all the other activities that now take place in the school could take place
anywhere. The structure of curriculum essentials can be described. sourced and delivered from
schools, but information and resources will be sourced from a variety of loci such as the U.S. Weather
Service. In the 21st Century, the textbook as the primary definer of the curriculum will disappear,
replaced by a plethora of resources, by commonly agreed on essentials, and by as yet unknown
technologies!
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Creating Interactive Video Units That Span

the Curriculum Using HyperCard and a Laserdisc Player

GERALD POLLARD
Interactive Video Instructor

Texas School for the Deaf Austin, Texas 78764

The videodisc is visually a very powerful presentation tool. When combined
with computer assisted instruction, interactive video provides the most
powerful learning environment affordable today. This demonstration will
illustrate how to create instructional interactive video units using a Pioneer
videodisc player, a Macintosh Computer, HyperCard and The Voyager
Videodisc driver.

A description of the two classes taught (HyperCard and Interactive Video and
Advanced Interactive Video) will be provided. Examples of student produced
interactive video units will be demonstrated as follows: for elementary
science, Optical Data's Windows on Science videodisc will be used. For
whole language the videodisc Sarah Plain and Tall will be shown. For
photography the Visual Almanac videodisc will be shown. For English
sentence patterning Indiana Jones and the Last Crusade videodisc will be
shown.

A handout regarding interactive video information and references will be
provided.
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Audio Dictation, a Talking Software
to Teach Language Art

Minerve M. Robert
Aduft Education

Commission scolaire des Mil le-iles
Laval (Quebec) Canada, H71.. 2P1

Language Art, to be complete, has two dimensions: oral and written. Up until now,

even our most sophisticated computers conveyed only the "visuar or written facet of lear-
ning. The apparition of affordable sound cards was a waited-for breakthrough allowing a
combined audio and visual approach to the teaching of language.

The "Audio Dictations" is an open software that teaches and make computer talk.

The software was developed specifically for the teaching of a language using a SOUND
BLASTER card with MS-DOS technology. It was created by Dr. Claude Guillette, a profes-

sor at the "Université du Québec a Montréal" and Dr. René Beauchamp, a curriculum con-
sultant at the Mille-Iles School Board in Laval. It is an empty "shell" that can be filled with
appropriate language skill contents. It is also adaptable to all levels of students. Dealing
with a mother tongue, the teacher inserts the words of vocabulary, according to the curri-

culum imposed by the educational authorities.
The teaching of a foreign language can fill in similar exercises to prepare the stu-

dents to oral and written communication, The sound aspect adds to the wonders of interac-
tion between the computer and the learner. Reinforcement or explanation immediately fol-

low each word typed. As a bonus, let us add that this software allows a follow up possibili-

ty, a management of the results of students, individually and by group.
What about the impact of a talking computer versus the mute version? Having tried

"Audio Dictation" with young adults, our students have proven that sound is a worthwhile
addition: their interest is sustained, their concentration is heightened. Even their own elocu-

tion has improved because they are confronted with a correct pronunciation of each word,

before they write an answer.
We have produced many French dictations containing an average of 20 words to

type per dictation. We have also produced exercises containing more than 1 000 of the
basic French words, presented in a list of words to ear and type correctly. The same soft-

ware was also used to produce many different exercises to learn English as a second lan-
guage (In Quebec, French is the mother tongue of 80% of the population). The software
could be used to teach most modern languages. These programs are now available

through DIDACTIK*, a Quebec firm.
We believe a talking computer can become an invaluable friend in learning langua-

ges. A word or a sentence can be repeated as many time as desired. A new dynamic is
now available. Most phone companies are using talking computers, why not education?

* DIDACTIK, 162 André-Chénier, Laval, Quebec, Canada, H7L 2S6
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Integrated Multimedia in Distance Education

FARHAD SABA
Department of Educational Technology

San Diego State University, San Diego, CA 92182-0311

RICK L. SHEARER
Director, Research and Evaluation

National University, San Diego, CA 92108

A study was conducted to empirically verify three constructs of transactional distance, dialog
and structure in the dynamic theory of diStance education. The study simulated the dynamics of
discourse between an instructor and a learner (N=30, each learner received the instruction one at a time)
while they used a synchronous, computer-based distance education desktop workstation. The hypothesis
of the study was that increased dialog in distance education decreases structure and transactional distance.
As defined by Moore (1983, p. 171) dialogue, is "the extent to which, in any educational program,
learner and educator are ablr, to respond to each other; " and structure is "a measure of an educational
programme's responsivenms to learners' individual needs." In this view, transactional distance is a
function of the variance in dialogue and structure in relation to each other (Moore, 1983); therefore,
"distance" in education is not determined by geographic proximity, but by the level and rate of dialogue
and structure (Saba 1990). Instructional content for the study was on the subject of culture and was
produced in HyperCard.

A prototypc voice, video, data integrated workstation, designed in an earlier study, and refined
in the past three years, was used to deliver instruction (Saba and Twitchell, 1988/89). The learner and
the instructor, working in two different locations, could see each other via a closed loop video circuit,
and talk to each other via an ordinary telephone. Timbuktu was used to provide screen sharing
capability between the learner and the instructor whose Macintosh computers were on a local area
network. Instructional transaction between the instructor and learner was video taped on three recorders.

System Dynamics, was used to conceptualize the dynamic model of distance education, based
on Moore's theory of distance education (1983). System Dynamics allows objective observation of each
system function in terms of its present level of performance and the rate in which this level is decreased
or increased through time. STELLA is capable of plotting the performance of cach system function and
the system as a whole in specific time intervals in the future. Rates of two main system components
(dialog and structure) were determined by analyzing the discourse between the instructor and the learners.
Discourse analysis is a technique of coding speech acts based on specific categories, or "phenomenon,"
(Beach 1990) for understanding "coherence and sequential organization" (Levinson, 1983) of natural
conversation. Then, STELLA was used to simulate the relationship between these rates to see if
transactional distance was minimized when dialog increased and structure decreased. Several data based-
runs supported the hypothesis of the study. A dynamic relationship between structure and dialog was
observed. As one increased, the other decreased. Transactional distance was maximized, when dialog
was minimized and structure maximized.

References

Bcach, W (1990). Orienting the phenomenon. In J. A. Anderson, (Ed.), Communication
yearbook (pp. 216-244). Newbury Park, CA: Sage Publications.

Levinson, S. C. (1983). Pragmatics. Cambridge, UK: Cambridge University Press.
Moore, M. G. (1983). The individual adult learner. In M. Tight (Ed.), Adult learning and

education (pp. 153-168). London, UK: Croom Helm.
Roberts, N., Andersen, D. F., Deal, R. M., Garet, M. S., & Shaffer, W. A. (1983).

Introduction to computer simulation: The System Dynamics approach. Reading, MA: Addison-Wesley.
Saba, F. , & Twitchell, D. (1988/89). Integrated services digital networks: How it can be

used for distance education. Journal of Educational Technology Systems. 17 (1), 15-25.
Saba, F. (1990). Integrated telecommunication systems and instructional transaction. In M. G.

Moore (Ed.), Contemporary issues in American distance education (pp. 344-352). Oxford, UK:
Pergamon Press.

,1
t.e; k

646



Multimedia Training Systems & Network
Security in the Campus Learning Center

Interactive & Multimedia Units in Information Technology

Peter M. Schleppenbach and Albert Bodenhamer
The Learning Center, Instructional Computing Lab

Los Angeles Pierce College, Woodland Hills, CA 91371, USA

Introduction

The charter of The Learning Center (TLC) at Los Angeles Pierce College (LAPC) is to provide
quality support for all instructional programs, with priority given to learning and study skills for

a diverse student population using current methodologies and technologies. Resources include
one-on-one and group tutoring, a variety of audio-visual materials, and computer applications
from word processing to basic skills for mathematics, English and English as a Second Language
to advanced courscware for transfer and vocational education. Knowledge of information
technology (IT) is an important literacy for transfer and general education. Access to thiF
knowledge is equally important. In fact, the College is presently seeking a way to provide broad
access to IT literacy so that this skill can be incorporated as a new graduation requirement. This
project will producc a flexible and portable platform for independent study in information

technology, to be pilot tested at LAPC.

The project consists of a series of custom and off-the-shelf applications tied together to
perform point-of-cntry support for students using the lab. When a student enters thc lab, a card
reader at the reception counter will begin to track the students acccss to resources. If it is the
studcnt's first visit to the lab, it will be noted on the rcccption computer and the student will be
directed to takc the Multimedia Tour of TLC. The Multimedia Tour of TLC will register hint/her
and then proceed to inform him/her of the resources available and how to access these resources.

It will direct the student to a variety of other interactive and multimedia applications based upon
his/her schedule of classes, major and his/her answers to questions during the session. It will

also test the student for requisite skills necessary to access the applications using formative
evaluation methods developed at UCLA and issue a TLC diploma.

Specific Application

Using Toolbook for Windows on an IBM 57SLC and Hypercard on a Macintosh IIci (object-

oriented presentation applications) as development environments, the Multimedia Tour of TLC
will be a demonstration of the potential for standalone training platforms in learning centers of
higher education.
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A Demonstration of the Creation of Computer-Assisted Interactive
Radiology Courseware Using a Commodore Amiga

BARBARA SELCER
Department of Anatomy and Radiology

The University of Georgia-At!,-ns, GA 30602, USA

Proficiency in diagnostic radiology is recognized as a complex skill involving
the integration of knowledge of anatomy, pathophysiology, patient specific
information, and visual skills for pattern recognition. The traditional approach to
teachini. yeterinary radiology has been through lecture sessions with 35 mm slides
supplemented by teaching files and textbook assignments. Shice radiology is a visual
discipline, active student effort is required in the learning process. The traditional
teaching methodology is less efficient than interactive methods since it creates a
passive learning situation for students. Computer-assisted instruction can create a
more active student learning environment while allowing students to work at their
own pace with the computer-assisted tutorial serving as a guide. Computer-assisted
interactive radiology tutorials have been developed at the University of Georgia-
College of Veterinary Medicine. These tutorials used the Commodore Amiga personal
computer (Commodore Business Machines, Westchester, PA). Programs were authored
using Amiga Vision (Commodore Electronics Limited and Insatt Corp, Westchester,
PA). Tutorial screens are presented on a single monitor displaying both radiographic
images as well as text. Students interact with the computer through the use of a
mouse. Invisible "hit boxes" have been placed on the various graphical screens and
become active areas when the students use the mouse. Throughout the tutorial,
students receive instruction and feedback. Both audio and visual components are used
throughout the tutorial for continued reinforcement of information.

The demonstration session will focus on 3 areas. The final program will be
viewed. Following this there will be a demonstration of the authoring system
incorporating computer generated animation, digitized radiographic images,
artistically rendered graphics, digitized sound, and laser disc image incorporation
Unlike other platforms, all images are visualized on a single monitor and incorporated
in a single program for interactivity. Finally, a brief demonstration of the authoring
software and digitizing software will be presented. Actual radiographic images will
be digitized and incorporated into a short mock tutorial.
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Hyper Bach: the Goldberg Variations and CD-ROM

TIMOTHY A. SMITH
School of Music

Ball State University, Muncie, Indiana 47306, USA

J. S. Bach's Goldberg Variations represent the greatest set of variations before Beethoven's Diabelli. The
work was composed at the request of Count Von Keyserlingk, for his court harpsichordist Johann Gottlieb
Goldberg. An insomniac, the Count desired that Goldberg should enliven his restless nights by playing what
he affectionately referred to as "my variations." The Goldberg Variations were published as volume four of
Bach's Clavierabung, or "Keyboard Practice." They represent a veritable catalogue of eighteenth-century
keyboard styles, including idioms that anticipate virtuoso techniques of the nineteenth c. ury. Each variation
is based upon the same fundamental bass line, or ruggiero. This theme is stated most transparently in the
opening Aria, a movement that first appeared in Anna Magdalena's notebook of 1725, where it was entitled
Sarabande.

In addition to showcasing various keyboard styles, the Goldberg Variations also incorporate many
important Baroque forms: dancLs, fugues, canons, toccata, ground-bass, and even a Frcnch overture. The overall
form is chiastic, with analogous movements on either side of the central axis (variation 16). Variations that are
evenly divisible by three are canons, with the quotient becoming the interval between leader and follower. The
fourth and fifth canons are inverted. Three of the variations are in minor mode, and the three fugues are arranged
symmetrically around the central movement.

Using an external CD-ROM disk drive the author accesses two compact disk recordings of the Goldberg
Variations (Trevor Pinnock and Glenn Gould), synchronizing the sound with notation, animation and full-color
graphics on the computer screen. In this presentation the author explores various interactive presentation
techniques including the use of color, animation, layering of structural elements, aural-visual synthesis of
events, and three dimensions. The program contains five ways of listening to, or studying, the work.

Just Listening: The user hears the music and has the option of following either a mini-score or
program notes mounted on the computer screen.

Following the Score: The user hears the music while synchronized notation scrolls from from right
to left on the computer monitor. Clicking the mouse in any measure will start the music in that
measure. Clicking the mouse on an ornament will produce a pop-up window ofrealized notation of
that ornament and the playing of that portion of the music from the compact disk.

Canon: The structures of the nine canons of the Goldberg Variations are presented with leader notes
lighting up in red and follower notes in green. Leader and follower can be played separately on the
Macintosh speaker or together from the compact disk.

Things to Notice: The user can browse through animations and explanations of the theoretical
structures of the work including form, sound, harmony, melody, and rhythm/meter.

Bach's World: The composer's life and work are presented and the Goldberg Variations arc put into an
historical context.

The purpose of this software is to provide a resource that will enable non-linex inquiry into the structure,
meaning, and sound of Bach's Goldberg Variations. The software presents large amounts of information in a
compact form that is accessible any of a number of ways, but always connected with the sounds of the artwork.
The interface invites exploration and experimentation. Thc program is appropriate for presentation in the
classroom, or for private study outside of the classroom. Special emphasis is placed upon the incorporation of
complete music notation so that the program is usable in college theory, history, and literature courses.
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The education hierarchy of computer-aided instruction and learning modules

AJS SUMMERLEE & JTG HOLMES
Associate Dean's Office

Ontario Veterinary College, Univercity of Guelph, Guelph, NIG 2WI, Ontario, Canada.

The object of the demonstration/poster session will be to show that there is an hierarchy in the
use of computer-aided teaching and learning modules. Computer-aided instruction (CAI) and
computer-aided learning (CAL) r Aules can achieve different educational objectives and should
be chosen for the particular needs of the teaching discipline.

In CAI modules, the amount and sequence of information that is to be learned is the
domain of the teacher through design of the module. Learning is predominantly passive and the
users enthusiasm and learning is excited by multi-media presentations. There is a need to
motivate the student to drive the learning and this is usually achieved by integrating an
examination or quiz into the module. The learning is compartmentalized and recall is usually
confined to the circumstances of the initial learning experiences; while there is an increased
possibility of integrated presentation of material, that information is usually pre-structured for the
user.

More recently, the concept of computer-aided learning (CAL) has evolved. Here the
module contains a resource base which can still be uscd as an instructional module but there is
the possibility for student-directed search of the material and user structuring of the information.
This means that the learning is more active, the module is less structured, the learning can be
tailored to the needs of the particular user and the information can be learned integrated with the
basic data. Effectively, the user has responsibility and control of the structuring of the
information and this freedom, coupled with the breadth of enquiry that is possible creates a more
exciting and motivating environment. Active exploration for information, establishment of
contextual hooks to remember the data, and the ability tn develop an integrated picture is more
likely to lead to long-term memory.

Based on the educational objectives required in different teaching and learning
scenarios, wc have developed a number of learning modules using Toolbook, an authoring
program by Asymetrix that runs undcr a Microsoft Windows Computing environment. Toolbook
allows for the creation of a number of screens that combine text, graphics, animations and sound
which arc arranged as pages in a book. Hypertext links join the pages in anv order desired. The
modules make use of high resolution graphics obtained from scanned images of three-
dimensional objects or photographs to illustrate particular points in the text. Different modules
will be demonstrated to illustrate the different educational objectives that can be achieved with
either CAI or CAL presentational formats.

The demonstration will provide hands-on experience of the flexibility of thc software
and to illustrate in practical terms the speed of the processing possibilities and thc limitations and
advantages of CAI and CAL in educational terms.
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Developing a Cadre of University Faculty Multi-Media Experts

NANCY I. TODD
College of Education and Human Development, Mail Stop 90

Eastern Washington University, Cheney, WA 99004

Eastern Washington University was awarded a Title III grant from the U. S. Department of
Education to develop a cadre of faculty experts in authoring and integrating multi-media into the
university curriculum. Over a period of five summers, twenty-four faculty evenly selected from
the university's six colleges will hav participated, and, in turn, helped colleagues in their
departments to develop multi-media instructional modules. The grant provides a summer salary
stipend of $5000 for each faculty for product development and partial release time (equal to one
course) for one quarter during the following academic year to field test the developed product.

There were two parts of the faculty selection process. First, applicants completed a self-
assessment rating scale (1-6, unfamiliar to knowledgeable) for knowledge of Apple Macintosh,
MS-DOS, authoring systems, Hypercard, videodiscs, CD ROM, multi-media availability in one's
discipline, and understanding of effort required to develop a multi-media project. The second part
called for a narrative limited to five double-spaced pages to support self-perceived strengths
identified in five areas: (1) a skills statement that describes the extent of microcomputer skills as
assessed in the first part; (2) an experience statement which explains previous and current
involvement with multi-media; (3) a knowledge statement which details knowledge of multi-media
available to one's academic discipline; (4) a project statement defining an undergraduate multi-
media project to develop during the funding period; and (5) an understanding statement describing
knowledge of the time and effort required to develop the multi-media pioject.

Initially, $30,000 was spent for equipment purchases, and another $5000 for software.
Computer workstations included two NeXT workstations, one Macintosh IIsi, two Macintosh Hci,
and two Zenith MS-DOS machines. In addition, two videodisc players, two CD-ROM drives, one
cam-corder, two scanners, two projection panels with overhead projectors were purchased. Each
year, two electronic demonstration stations on wheels will be acquired that include a Macintosh
color computer, CD-ROM drive, videodisk player, speakers, projection pad. These will be
distnbuted to each of the six colleges.

Faculty participated in summer workshops for eight weeks consisting of daily four hour
sessions. Instruction in instructional design principles and authoring systems, such as Hypercard,
Macromind Director, and Authorware, was provided. The university provided release time for a
Computer Science faculty member tt.. conduct the training workshops. Computer technicians also
assisted in the workshop. Instructional design principles were followed that emphasized problem
definition, task analysis, development of objectives and selection of appropriate instructional
strategies and materials. Implication of research findings were applied to the design of instruction,
as well as design of materials, taking into account such factors as framing hierarchies,
instructional sequencing, graphic design, and screen display.

Participants were required to demonstrate and discuss their products at a university-wide
symposium. These reports include evaluations of the effectiveness of both the training and the
efficacy of integrating the multi-media project. into the curriculum. First year faculty reported that
the development project helped them to focus on ways to improve teaching. They found that they
were re-considering the best ways to graphically represent information and to improve sequencing
and verbal clarity. They also have increased confidence in their technical skills to now help
colleagues develop multi-media applications. So far, projects have been developed for chemistry,
composition, counseling, physics, language disorders, music, biology, and applied psychology.
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Teaching Chinese as a Second Language:
A Demonstration of HyperChinese

CHUN-HUNG TZENG
Department of Computer Science

Ball State University, Muncie, IN 47306, USA
and

LEON HSU
University Computing Services

Ball State University, Muncie, IN 47306, USA

Teaching Chinese as a Second Language (TCSL) in American schools is becoming more and
more in demand because of the increasing interactions between China (PROC and ROC) and the
U.S.A. in business, industrial, and cultural activities. It has been announced that Chinese will be
included in SAT as one of the foreign languages. Teaching Chinese to American students requires
human resources and learning resources. This hypermedia project is created by the presenters to
meet the needs of learning resources for teaching and learning the Chinese language.

HyperChinese is a set of HyperCard stacks consisting of three components: HyperFain,
HyperXiZi and ChineseRadical.

HyperFaYin is mainly for Chinese pronunciation of the Common Speech. It has three
sections: 1) Text: The text database includes explanations on Chinese initials and finals with
English translations of Chinese phrases and sentences. 2) Graphics: This section shows Chinese
characters in graphic form with phonetic diagrams of animated movements of lips and tongues for
all Chinese initials and finals, and four arrows for different pitch tones. 3) Sound Resources: This
section has individual sound for each sentence for learning Chinese pronunciation. Users can play
the whole conversation at once or each sentence individually.

HyperXiZi is a set of HyperCard stacks of Chinese characters mainly for practice Chinese
writing. It also has three sections: I) Text: It includes an English translation and the position for
each stroke. 2) Graphics: It shows the Chinese character and its strokes in animated movements
with adjustable speed. Users can practice writing on each outlined character with a paint brush. 3)
Sound Resources: It gives a sound for each Chinese phrase formed by two characters.

ChineseRadical contains information of all Chinese radicals, including stroke orders,
meanings, and pronunciations. The structure of the stack is organized very similar to that of
HyperXiZi with the stroke order being the main part of the database.

The special features of HyperChinese may be summarized as follows: 1) Animation: The three
types of information (text, graphics, and sound) can be retrieved jointly so that self-running
"movies" are created. Each Chinese sound can be played with animated movements of lips and
tongues, or with an animated pitch arrow. Each conversation can be played with the corresponding
movements of its text. 2) Interactivity: The student can practice writing the Chinese character with
a paint brush and compare it with the animated character stored in the database. 3) Developer's
Tools: To facilitate the development, a set of tools was created. With these tools, any instructor of
Chinese with minimal knowledge of HyperCard structure can easily load new lessons into the
software. The new courseware can be developed semi-automatically. Therefore, the instructor can
devote attention to the course contents rather than to the techniques of programming.
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Hypermedia Environments in Medical Education

MARIO VEITL and PAOLO PETTA
Austrian Research Institute for Artificial Intelligence

Schottengasse 3, A--1010 Vienna, Austria

Medical education draws on a wide range of information sources such as pictures, scund,
simulation, animation and video, and prostires in working with complex concepts. We
demonstrate how hypermedia systems can provide valuable support by showing examples
from courses developed in collaboration with the faculty of pathology of the University of
Vienna. During the development of these courses we pinpointed primary causes for the
problems encountered. From there we derived a generic guideline for the design of learning
environments. This guideline refers to the overall structure of the curriculum, methods of
presentation, and novel didactic approaches which are currently in a stage of rapid and
continuous development.

First of all the coverage of the course has to be defined and analysed. From this follow
both the contents of the course as well as the needed means of presentation. The course
material is subsequently structured into lessons, for each of which clear goals must be defined.
Each lesson consists of an introduction, a body, examples, and test items.

Students learn concepts more easily if they know precisely what they are to learn. Thus
objectives must be defined clearly and accurately in the introduction. The body of a lesson
prepares the users for the subsequent examples. In some cases users should be allowed to
access the presentation first, in order to get a "feeling" for the domain and to be able to
compare their own concepts and theories to the explanations given by the system. To support
progress according to the paradigm of learning by exploration, the presentation includes
examples and counter examples of a concept, annotated with explanatory comments. Finally,
tests offer the opportunity to assess the learning progress. Feedback during a test should
serve two main purposes: motivation to proceed and explanations of correct and incorrect
answers.

As hinted at above, it is only after delimiting the contents of a lesson that the learning
strategy should be decided upon. The options range from a tutorial-like guided approach
to hypertext-like free browsing. In any case, appropriate orientation aids must be provided.
In our examples we show the inclusion of sl.allow guides (maps representing the lesson
structure) and the option of obtaining information about the current position within the
course. Another important issue is the provision of a customizable environment. While
support for private annotations is desirable, in our example we show how a comparatively
simple notepad can already be used as a valuable tool.

The demonstrated courses were developed using the authoring tool Authorware Profes-
sional on Apple Macintosh computers (lIx and Quadra 900) equipped with digital video
overlay cards (ME.ss Micro ColorSpace Ili/FX and VideoLogic DVA4000) using multistan-
dard video disc recorders and players (Sony LDP3600D).
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SINERA on Disc: An Educational Hypermedia CD-ROM

JORDI VIVANCOS
Programa d'Informatica Educativa (PIE)

Departament d'Ensenyament, Generalitot de Catalunya
Via Laietana, 64, ler. 08003 Barcelona (Spain)

E-mail: VIVANCOS@DECNET.UPC.ES

SINERA on Disc is the fiist educational multimedia CD-ROM produced in Catalunya
(Spain). Developed by the Programa d'Informätica Educativa (current governmental plan of
educational computing in primary and secondary education levels), it provides access to a wide
range of educational resources in an integrated environment. The development process started in
mid 1991 and the final CD-ROM was pressed on March 1993.

CD-ROM contents
-SINERA: bibliographic database of curriculum materials for primary and secondary education.
Available on-line since 1987, SINERA contains at present more than 20.000 records;

-General thesaurus to assist the SINERA indexing and information retrieval processes;
-Multilingual dictionary (Aranes-Catalan-Spanish-French);
-Thesaurus of educational mathematics terms;
-90 educational software packages, including fill-text user documentation;
-200 MIDI files and musical scores to play with MUSIC (educational music editor);
-A collection of digital maps for local geography studies.

All these materials are accessible in a dual way: from a hypermedia link within their
own bibliographic record on SINERA database and by means of structured menus from the
contents screen.

Interface functionalitics
SINERA on Disc has been implemented using Multimedia Viewer 1.0 of Microsoft. This

software runs on 386 and above computers under Windows 3.1 environment. The cl oice has
been adopted after evaluating more than 20 information retrieval packages. Viewer was
selected, basically, because of the possibility to manage in an integrated way an heterogeneous
set of resources, its robustness and no programming requirements (although some good
knowledge of Windows is needed, and the user friendly interface identical to the Windows
on-line helps.

Windows and Viewer provide the interface and framework to browse, search, navigate,
display and extract information from the application. Viewer is a software product oriented to
produce electronic documents, such as on-line help (Windows 3.1 help has the same features as
Viewer files), electronic reference books, on-line manuals and multimedia documents.

Since Vicwcr is not a "professional" information retrieval package for managing large
databases, it offers limited search features: (numerical and field oriented search) and not
customized output. For our target audicncc of primary and secondary education teachers and
students these limitations arc not critical.
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Design issues
The major challenge of this project was to convert a bibliographic database into a

hyperznedia database, giving -,...cess from the bibliographic reference to full-text documents,
graphics, sounds and external educational software.

After evaluating several prototypes of SINERA on Disc, we adopted a dual format display
for the database records: tagged format and graphical format. This led to the duplication of the
database records, but CD-ROM offers a huge capacity!. The dual visualization format allows
us to keep the former on-line record display as a "complete tagged record". For the second dIsplay
format we have defined a new graphical record using the Windows large choice of shapes,
colours and typeface sizes. The graphical record presents less information than the complete
tagged record, but it offers increased readability, and its design intends to be a library card
metaphor.

A choice of educational materials owned by the Department of Education of the
Generalitat de Catalunya have been included on SINERA on disc. This decision enriches the
bibliographic database with complete resources (full-text documents, software, graphics, MIDI
sounds and "Video for Windows" videoclips) linked to the bibliographic record of the resource by
a set of specific purpose icons. The range of Hypertext-hypermedia links between references
and applications are: record-record (cross references), record-graphics (illustratic Is related to the
record), record-sound (associated music), record-external software (run DOS and Windows
programs from their bibliographic reference), record-full text document (Write and ASCII
documents are displayed on screen using a specific editor), and record-videk: (a short sequence of
the referenced video).

Final considerations
The volume of information contained on this first issue of SINERA on Disc is around 200

Megabytes. The distribution of this amount of information represents a cost-eMctive sclution
compared to other means of software and document dissemination. SINERA on Disc has been
distributed free of charge during spring 1993 to more than 1000 primary and sccondary schools
in Catalonia.

SINERA on Disc wll be updated once a year. We hope that this application will
produce a catalytic effect on the learning and teaching opportunities and also on the local CD-
ROM and multimedia industry.

References:
CD-CINC (a SIGCAT committee) (1991) CD-ROM Consistent Imerface Guidelines, Final
Report (Internet File)
Crown, J. (1992) Effective Computer User Documentation. Van Nostrand Reinhold
Horton, W. (1990) Designing & Writing online documentation. Wiley
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Hyper Learning: Students Creating with Hypermedia

Louise Wilson, University of Minnesota
1276 Nursery Hill Lane, Arden Hills, MN 55112

Hypertext and multimedia products are wonderfully exciting instructional tools which
make learning come alive. Laser disk and CD-ROM applications are becoming more and more
commonplace in classrooms and learning centers. However, as wonderful as the completed
products may be, even more powerful is the process of developing them. Developers of
hypermedia products indicate that they gain tremendous knowledge in the domains of information
in which they work.

This presentation explores the power of student use of a hypertext productivity tool for
creating presentations. The potential for language development, critical thinking, creativity,
organizational skills, and cooperative learning is considerable. Learning content in enough depth
to be able to present it is an exercise of great value to students, and the process of presenting it
via a computer adds additional incentive.

A hypermedia tool provides an exciting medium for students. Today's tools, such as
HyperCard for the Macintosh, Hyper Studio for the Apple and Link Way or Link Way Live! for
the IBM allow nonporgrammers to create hypertext, multimedia presentations through the use of
simple, pull-down menus. These tools allow students to become a partner with the computer in
the creative and cognitive process of organi7ing and presenting material in new ways.

Hypertext tools provide opportunity for presentations that are not linear; hence students
can be creative and in fact should be encouraged to see the nonlinear structure of content and
organize it in conceptual ways as opposed to sequential ones. Groups of students can work
together and combine multiple small projects into a larger whole. Students must organize
material in a way that is sound, yet the fmal product can be as individual as the students who
work on it. As students consider how the material can be organized, flow charts, concept maps
and other visual devices help students concretely see how ideas fit together or flow from one to
others. Even material which is familiar can be approached in a new way as students manipulate
and organize it into a computer presentation. Visual and auditory multimedia pieces can also be
added to reports.

In order to prepare content and organize it for a hypertext report, students must become
very familiar with the content and its organization, become a "mini'expert". Experts have unique
understandings of the domains of knowledge in which they possess expertise. In-depth learning
of content creates a conceptual framework for understanding how the content is organized and for
applying content knowledge to novel but related information. Navigating through a domain of
knowledge with which one is highly familiar is a much different intellectual experience than the
processing of new, unfamiliar information.

The underlying process of acquiring and organizing knowledge is the key to why this
process is so valuable to .tudent learning. Students of all ages and abilities can participate.
Presentations can be verbal or nonverbal, simple or complex, short or long, graphic or textual.
In all cases, giving students time to become expert in a content area, to organize material in
conceptually interesting ways, and to create something exciting with the computer is a valuable
use of educational resources and time.
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Multimedia Experiential Recording:
Making Reflective Artifacts for Learning &

Collaboration

Kristina Hooper Woolsey & Charles Kerns
Advanced Technology Group

Apple Computer

The Video Bulletin Board is a networked, knowledge-
sharing system which a fourth grade science class and
scientists at the Exploratorium, a hands-on science
museum in San Francisco, are using to communicate.
Students record video clips showing weather phenomena
which they encounter in their environment. Then the
students combine the digitized video clips with their
questions to create messages posted on the Video Bulletin
Board. Other students and scientists respond with
annotations and new video messages. Each message show
the portraits of the originator and the annotators to a
message. The students also recorded video clips to
document and ask questions about their discoveries on a
field trip to the museum.

The system has multiple displays (consisting of a
Macintosh computer controlling a video camera, video
deck, and video digitizing card) in the classroom and at
the museum. Each display can access and update a
common database.

This system allow students and teachers to take
advantage of emerging media-rich technologies in sharing
their personal experiences, and then using these for
reflections on conceptual issues.
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EDITED BY STELLAN OHLSSON, ET AL.

August 1993, 475 pages (approx.); ISBN 1-880094-08-8

This book serves as a major source document indicating the current state of artificial
intelligence in education and related fields.

This volume also serves as a record of Al-ED 93World Conference on Artificial
Intelligence in Education, held in Edinburgh, Scotland, inAugust 1993. The conference
is one in this series of biennial international conferences designed to report the best
research in the field of Al and Education and to provide opportunities for the cross-
fertilisation of information and ideas on research and applications in this field.

Artiota',:vvirtholoito*Ing.titajorto.:. .. , .
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WOO,* language Interfaces
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Ordering information: Non-member Price: $45
Al-ED Society & AACE Member Price: $35

Add $3.50 postage/handling (USA) and $8.50 elsewhere
Check (US funds), PO, VISA, and MasterCard accepted.

Available from: AACE
P.O. Box 2966

Charlottesville, VA 22902 USA
804-974-3987; Fax: 804-978-7449; E-mail: AACEOvirginia.edu
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DORIS CAREY, REGAN CAREY, DEE ANNA WILLtS, AND JERRY WILLIS (Barr° Rs)

March 1993, 756 pages; ISBN 1-880094-05-3

This book contains over 150 papers presented at STATE 93Fourth Annual
Technology and Teacher Education Conference, the meeting of the Society for
Technology and Teacher Education (STATE), a division of the Association for the
Advarr.lement of Computing in Education (AACE).

This Annual, as did the conference, explores the 1993 conference
theme--Technology Across the Curriculumand serves as a major sourcedocument
indicating the current state of teacher education and information technology.

Described within this book are outstanding examples of successful technology

integration in teacher education. Highlighted are applications as diverse as CAI,
hypermedia, interactive videodisks, simulations, telecommunications, and much more.

The applications also represent the range of instructional and learning theories and
many levels of thought from "how to" articles to "context" papers, issue papers, and

theory papers.
Collectively the papers demonstrate that teacher education, as a technology-using

field, is thriving. There are validated models, methods, and instructional packages for
everything from a classroom management simulation to a state-wide telecommunica-
tions system. This book chronicles the nioneering efforts of several hundred technology
leaders in teacher education. Also included are seven papers receiving 1993 STATE

awards for outstanding achievement.
Major book sections are:

Diversity
Multimedia
Technology Diffusion
Telecommunications
Freservice Teacher Education
Integrating Technology into Methods
Classes

Simulations
Instructional Technology
Research
Inservice & Graduate Education
Instructional Design
Concepts & Procedures
Mathematics & Science

Ordering Information: Non-member Price: $45
STATE & AACE Member Price: $35

Add $3.50 postage/handling (USA) and $8.50 elsewhere
Check (US funds), PO, VISA, and MasterCard accepted.

Available from: AACE
P.O. Box 2966

Charlottesville, VA 22902 USA
804-974-3987; Fax: 804-978-7449; E-mail: AACE@virginia.edu
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